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NETWORK MODELS: OSI & TCP/IP - BASIC IDEA

What is this Data Communication or Networking course all about?

We want to transfer data between two computers. einwwe do it? That's the question we'll try todin
an answer for in thBata Communicatioor Networkingcourses -how to communicate among computers

Designing the solution

So, how would we start? Let’s try to visualize thuation. Suppose, you're using Yahoo Messenger.
You want to say “hello” to your friend who alsousing Yahoo Messenger. Then, how would you sersd thi
data (i.e., the text “hello”)? Also, how would yduend receive that data?

The Application Layer

You're using Yahoo Messenger, which is an applegtior, in other words, a running process.
Similarly, your friend is also running the Messengeocess in his computer. If we think in the siegpl
way, we can find that it's sufficient for the presefromyour endto justsendthe data, and similarly, it's
sufficient for the process froris endto justreceivethe data — nobody needs to know how the data is
traveling in-between.

So, the application just needs to prepareddtato be sent, or, prepare itself for receiving datas is
the first step of data transfer, which is knowrtrestask of application layer.

Yahoo Messeng » hello hello » Yahoo Messeng
A
\ 4 )
LAN Card inermedate LAN Carc
Your Transmits < Receives Your friend’s
Computer Data Data Computer

Figure 1: Application Layer Communication.

The Transport Layer

In the application layer, we didn’t pay attentianane aspect. Problem arises when we consideathe f
that several processes run simultaneouslya computer, but there is only a single devieg.( LAN card)
which receives or transmits data. How would yoterfd’s LAN card know which process that data i®¢o
forwarded to? This situation is depictedigure 2.1 below.

Yahoo Messeng » hello hello 299 Yahoo Messeng
A Where :
should this Firefox
' Intermediate data be MS W
LAN Carc Network LAN Card forwarded? orc
Your Transmits < Receives Your friend’s
Computer Data Data Computer

Figure 2.1: Problem with data transfer when there @& multiple processes.

The solution? Well, we can send an extra info it data which may contain something that would
identify the destination process. Then the LAN camuld know to which process that data is to be
forwarded.



Now, what's that Something that would identify the process? The name of phecess? Well, there
might be running several instances of the sameranog- all of whom have the same name. In that ¢ede,
sill be impossible to uniquely identify a procedsieh would receive the data.

Well, how about process IDs? They're unique, ofrseuBut the problem is, they're nited for each
process. Suppose, right at this moment, your Ydlessenger has the PID 3483. When you'd restart the
program, the PID may become 3521. So, how wouldémeling process your computer know beforehand
the PID of the receiving process in your frienddsnputer?

We need to come up with something else. And soatething elsés what we call ports’. You know
what the ternport means — a place (seaport or airport) where pesnplemerchandise can enter or leave a
country. Similarly, each program is assigneiikad port number through which a data can enter teavé
from that program. No matter what the PID of a psxis, it would bind itself to faxed port number which
must be known to the data sending process. Alsenvehprocess binds itself to a particular portptier
process can bind itself to that port.

Now we get the idea. We shall send the destingimh number along with the data, so that it can be
received by the right process. We call this extfarmation a headet. This is the second layer of the data
transfer process, which is called th@nsport layer

1. Extract Port
Yahoo Messeng » hello | Application Layer number from header w| Port 5555: Mesenge
555¢ | hello | T tL 2.Send datato | | Port 3218: Firefo
ransport Layer 555t | hello | process bound t
rt 555t
4 pe MS Worc
Intermediate
Your LAN Carc LAN Carc Your friend’s
Computer Transmits = Receives Computer
Data Data
Figure 2.2: Data communication up to transport laye.
The Network Layer

Unfortunately, we forgot another fact. It's obvialitmore than one computensay be running Yahoo
Messenger. Then how it can be decided that whichpeter should receive the data? This situation is
depicted irfigure 3.1 below.

Yahoo Mesenge » hello | Application Layer Port 555 Messenge
555¢ | hello | Transport Layer Port 3218: Firefo
v 555¢ | hello | I | LAN Carc MS Worc
Intermediate
Your LAN Carc 297 Your friend’s
Computer Transmits > To which Computer
Data computer
should this Port 555! Messenge
data be
forwarded"

—> | LAN Carc

Your some other
friend’s Computer

Figure 3.1: Problem with data transfer when there @& multiple computers connected together in a netwdé.

The solution is obvious. We'll assign each compuatéked anduniquelID, which is called aNetwork
Addressor IP Address and add another header to the data packet whitlcantain the destination IP
address. The layer in which this task is performsechlled thenetwork layer Note that later, we’ll study in
detailshowthe data will automatically reach the intended patarfrom the network.



Yahoo Messeng » hello | Application Layer hello — Port 555" Messenge
555¢ | hello Transport Layer 555E | hello Port 3218: Firefo
172.16.8. | 555E | hello Network Layer 172.16.8. | 555¢ | hello MS Worc
A
172.16.8.1 v Intermediate LAN Card 172.16.8.2
LAN Card Network
) Receives
Transmits > Data
Data

Port 555 Messenge

LAN Carc

172.16.8.3
Figure 3.2: Data communication up to network layer.

The Data Link Layer

So far, we were concerned with justndingandreceivingdata only. Now it's time to examine the
intermediate network

Suppose you're in Bangladesh and your friend iI9$A. Then how would your data travel such a long
distance? There is no point mentioning the obvifae$ that you cannot connect your computer to your
friend’s computer with cabléirectly. There must be some intermediate devices (cditguk or nodes
which would carry on (or keep forwarding) your dat#il it reaches its destination. So, merely namitig
the IP address of the destination computer wouldelp. You must send your data to your near-mopt ho
and it would relay it to his near-most hop (whistiawardsthe destination computer, not on thgposite
direction of it). Therefore, you'd need to know thedress of your near-most hop. However, this addse
not the IP address; this is callethrdware Addresor MAC (Machine Address Codledddress (Why a
different identification system is used here wal éxplained shortly.)

This hardware address is added to the data asenotfader in the layer called thata link layer
However, a trailer is also added in this layer, aithcontains CRC(Qyclic Redundancy Checkode for
verifying the integrity of the packet.

The hop receiving the data packet would changdéaeler by putting the hardware addresgsofiear-
most hop’s hardware address and pass the packdth@process continues until the packet reaches th
destination computer (called thes). The process is depictedfigure 4.

The Physical Layer

We've logically designed everything appropriatdyt there remains the last question — how would the
dataactually move from hop-to-hop? Would it be transmitgdgle-bitat a time omultiple-bitsat a time?
Would it travel througla piece of wireor throughwind (or, in other wordswirelesg? Which transmission
medium or transmission scheme wouldnbere efficientor more reliabl® These questions are answered in
thephysical layer The physical layer is responsible for movemefiadividual bits from one hop (node) to
the next.

Well, this concludes the network model we werengyto discover. This model is called th€P/IP
Model Although we’ve observed that the TCP/IP modelfhaslayers, actually, it haeur layers. Thelata
link layer and thephysical layerare counted assanglelayer.



Source Computer

1P: 172.16.8.1 || MAC: 4E3209I

L Intermediate Hop 1
—— [ wcoemer |
Transport Layer
After header

modification
Data Link Layer

172.16.8. hello

Transmits Data Physical Layer

Destination Computer

IP: 172.16.8.2 || MAC1003CDA4!

hello

Intermediate Hop
MAC: 88273CB:

modification

l After header

172.16.8. hello
Receives Data’

Figure 4: Complete Network Model for transferring data from one computer to another.

Next comes thé@SI (Open Systems Interconnecfidiodel which is the same as the TCP/IP model
except that it splits thapplication layerinto two morelayers — one is called thesentation layerand the
other is called theession layer

[Omitted due to lack of time]...



TASKS OF THE LAYERS AT A GLANCE

Tasks of Application layer:

How the receiver should interpret the incoming data

Generally, we use application layer header fielnisndicate the nature of the data contained in the
packet. For example, in a field named ‘error’, ve@ et 1 to indicate that this is a packet congimirror
information.

Tasks of Presentation layer:
Concerned with the representation of data.
1. Translation: Converting system dependent data format into systelependent data format and
vice-versa.
2. Encryption
3. Compression

Tasks of Session layer:
1. Dialog Control: Half-duplex, full-duplex
2. Synchronization: Inserting a checkpoint after a certain amountaifdso that when some data get
lost or corrupted, only that amount of data maydsent instead of resending the whole message.

Tasks of Transport layer:
Responsible foprocess-to-procesdelivery of message.
1. Port/ Service-point Addressing
2. Providing Reliability
a. Packet loss
i. General reliable data transfer protog®riding and receiving acknowledgenent
ii. Pipelined reliable data transfer protocol
1. GBN (Go-Back-N)
2. SR (Selective Repeat)
b. Packet corruption: Checksum
3. Flow Control: Use a window.
4. Congestion Control

From reliability point of view, transport layer heéme following tasks:

5. Segmentation and Reassembly&o that when a segment gets lost or corrupted, thaltysegment
may be resent instead of resending the whole messag

6. Connection Control: TCP (connection-oriented)piovides reliability of packet logs UDP
(connectionless)ifino packet-loss reliability is neededHowever, both must provide reliability of
packet corruptior.

Tasks of Network layer:
Responsible fohost-to-hostelivery of message.
1. Logical Addressing
2. Routing: Deciding through whiclpath a datagram should go from source to destination.

Tasks of Link Layer:
Responsible fonop-to-hop/ node-to-nodelelivery of message.
1. Physical / MAC Addressing
2. Reliability
a. Packet loss :GBN, SR (nainly used for wireless communicafon
b. Packet corruption: CRC
3. Flow Control (adapter buffer may overflgwEthernet sends a PAUSE frame
4. Multiple access control(multiple nodes send frames simultaneously througimgle channel. How
the receiver would distinguish among the franmes?
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From reliability point of view, link layer has tliellowing task:
5. Framing: So that when a frame gets lost or corrupted, dmy segment may be resent instead of
resending the whole message.

Tasks of Physical Layer:
1. Representation / Encoding of BitsHow O’s and 1's are changed into signals.
2. Data/ Transmission RateFor example, Ethernet has a rate of 10/100/100psMb
3. Physical Topology:Star, Bus, Ring, Mesh, Hybrid topologies.



CHAPTER 3

TRANSPORT LAYER
Concepts
3.1 TCP and UDP Segment Structures
32 bits
|
Source port # Dest port #
Sequence number
Acknowledgment number
I;!::;;r Unused g é é E g £ Receive window 32 bits
Internet checksum Urgent data pointer [ |
Source port # Dest. port #
Options Length Checksum
Application
Data 2t
(message)
Figure 3.29 ¢+ TCP segment structure Figure 3.7 ¢ UDP segment structure

3.2 UDP Checksumd.k.a. Internet Checksum

1. Add all the 16-bit words in the UDP segment.

2. If the addition has overflow, then wrap it around.

3. The checksum is the 1's complement of the final.sum
3.3 Building a reliable data transfer protocol

1. Reliable data transfer over a perfectly reliable chnnel (rdt 1.0)
» Just send and receive packets
2. Reliable data transfer over a channel with bit erras (rdt 2.0)

» Use retransmission (ARQ / Stop-and-wait protocol).

» How? — By feedbacking ACK and NACK.

» Problem: The ACK/NACK itself could be corrupted.

Solutions:
1. Add enough checksum bits to allow the not only &tedt, but also to recover from bit
errors.

2. Resend theurrentdata packet.
Problem with the 2' solution: Receiver will receive duplicate packets.
Solution to this new problem:Put a sequence number (0 or 1) in each pagkiet2.1)

» Instead of sending a NACK, we can resend the ACkheflast received non-corrupt packet.
(rdt 2.2)

3. Reliable data transfer over aLossychannel with bit errors (rdt 3.0)
» Retransmit after timeout.

» Timeout interval? — Should be at least as long as a round-trip dbktyween sender and
receiver.



» Problem: Performance is poor.
Solution: Use pipelining for sending packets.
Consequences of this solution:
1. Range of sequence numbers must be increased.

2. Sender and receiver may have to buffer packetscftwhre sent/received, but not yet
acknowledged).

3. The above two depends on the manner in which atdatafer protocol responds to lost,
corrupted and overly delayed packets.

3.4 Approaches toward pipelined error recovery:
1. Go-Back-N (GBN) [Sliding Window Protocd|

» Sender can transmit multiple packets without wgifor an acknowledgement.

» But sender is constrained to have no more than somarémum allowable numbel, of
unacknowledged packets in the pipeline.

» An acknowledgement for packet with sequence numbeill be taken to be aumulative
acknowledgementindicating that all packets with a sequence numipeto and includingn
have been correctly received at the receiver.

» Range of sequence numbers: [§,-21], wherek = Number of bits in the packet sequence
number field.

» Sender’s view of sequence numbers in GBN:

base nextsegnum

0 1 2 3 4 5 6 7 8 9 10 (11| 12(] 13|24 ||[15)|| 26|17 || 18| 19

Window SizeN
Keys:
|:| Already ACK'd [0, base—1 ] |:| Sent, not yet ACK'd ljase, nextsegnum - 1 1
|:| Usable, not yet senhgxtsegnum, base + N -1] |:| Not usable>= base + N ]

> Problem with GBN:

Poor performance when window size and bandwidthydetoduct are both large. In that case,
many packets can be in the pipeline. A single paeier can thus cause GBN to retransmit a
large number of packets, many unnecessarily.

2. Selective Repeat (SR)

» Avoids unnecessary retransmissions by having thdeseretransmit only those packets that it
suspects were received in error at the receiver.

» Acknowledge each correctly received packet whedheot it is in order.

» Out-of-order packets are buffered until any misgagkets are received, at which point a batch
of packets can be deliveredorderto the upper layer.

» The receiver must re-acknowledge already receivamkgis with certain sequence numbers
belowthe current window base.

» Problem with SR:
Lack of synchronization between sender and recesedows has important consequences:

how can the receiver tell whether a received paisket the current sequence number, or of an
already ACK’ed sequence number?

Solution:

Set the window size to less than or equdidl the size of the sequence number space for SR

protocols.
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3.5

3.6

3.7

3.8

Maximum Segment Size (MSS) of a TCP Packet

» The maximum amount of data that can be grabbedokawdd in a segment is limited by the
MSS (maximum segment size).

» The MSS is typically set by first determining tieadith of the largest link-layer frame that can
be sent by the local sending host (the so-calledMTmaximum transmission unit), and then
setting the MSS to ensure that a TCP segment (wheapsulated in an IP datagram) will fit
into a single link-layer frame. Common values foe tMTU are 1,460 bytes, 536 bytes, and
512 bytes.

» The MSS is the maximum amount of application-layata in the segment, not the maximum
size of the TCP segment including headers.

Sequence Numbers and Acknowledgement Numbers

» Sequence numbers are over the stream of transnbigees and not over the series of
transmitted segments The sequence number for a segment is therefarebities-stream
number of thdirst bytein the segment.

» Both sides of a TCP connection randomly choosendiali sequence number. This is done to
minimize the possibility that a segment that il gtiesent in the network from an earlier,
already-terminated connection between two hostrisdaken for a valid segment in a later
connection between the same two hosts (which appdn to be using the same port numbers
as the old connection).

» The acknowledgement number that the receiver puits isegment is the sequence number of
thenextbyte the receiver is expecting from the sender.

» TCP providescumulative acknowledgemens it only acknowledges bytes up to the first
missing byte in the stream.

» What does a host do when it receives out-of-ordackets?
TCP RFCs do not impose any rules here. Possiblgicas:

1. The receiver immediately discards those segments.
2. The receiver keeps those segments into the buffer.

The latter choice is more efficient in terms ofwetk bandwidth, and is the approach taken in

practice.
Round-Trip Time Estimation and Timeout
EstimatedRTT = (1 — o) x EstimatedRTT + o X SampleRTT
DevRTT = (1 - B) x DevRTT + B x | SampleRTT — EstimatedRTT |

TimeoutInterval = EstimatedRTT + 4 x DevRTT
TCP’s Reliable Data Transfer Mechanism

Consider what happens when the sender sends ansegolesegments 1, 2, N, and all of the
segments arrive in order without error at the nemeiFurther suppose that the acknowledgement for
packetn < N gets lost, but the remaining — 1 acknowledgements arrive at the sender befmie t
respective timeouts. TCP would retransmit at masgé segment, namely, segmantMoreover, TCP
would not even retransmit segmantf the acknowledgement for segment+t 1 arrived before the
timeout for segment.

TCP’s error recovery mechanism is probably beségmized as a hybrid of GBN and SR
protocols.



3.9

3.10

3.11

3.12

TCP ACK generation:

Event TCP Receiver Action

Arrival of in-order segment with expected seque Delayed ACK. Wait up to 500 msec for arrival of
number. All data up to expected sequence nun another in-order segment. If next in-order segment
already acknowledged. does not arrive in this interval, send an ACK.

Arrival of in-order segment with expected sequentremediately send single cumulative ACK, ACKing
number. One other in-order segment waiting fboth in-order segments.
ACK transmission.

Arrival of out-of-order segment with higher-tha Immediately send duplicate ACK, indicating
expected sequence number. Gap detected. sequence number of next expected byte (which is the
lower end of the gap).

Arrival of segment that partially or completelydiin  Immediately send ACK, provided that segment starts
gap in received data. at the lower end of gap.

Doubling the Timeout Interval

Whenever the timeout event occurs, TCP retrangimitsiot yet acknowledged segment with the
smallest sequence number. But each time TCP retits)st sets the next timeout interval to twice th
previous value, rather than deriving it from thet EstimatedRTT andDevRTT.

However, whenever the timer is started after eittfethe two other events (i.e., data received
from application above, and ACK received), th@eoutinterval is derived from the most recent
values ofEstimatedRTT andDevRTT.

This modification provides a limited form of congjea control.
Fast Retransmit

If the TCP sender receives three duplicate ACKgHersame data, it takes this as an indication
that the segment following the segment that has BgeKed three times has been lost. In that case,
the TCP sender performs a fast retransmit — retrdtisg the missing segmebgforethat segment’s
timer expires.

Flow Control

Because TCP is not permitted to overflow the alledduffer, we must have
LastByteRcvd — LastByteRead < RcvBuffer

The receive window, denoted RcvWindow, is set ®odmount of spare room in the buffer:
RcvWindow = RcvBuffer — [LastByteRcvd — LastByteRea d]

The TCP specification requires the sender to caetio send segments with one data byte when
the receiver’s receive window is zero.

TCP Connection Management

Client application e
initiates a TCP connection Server application

creates a listen socket
Wait 30 d CLOSED Receive ACK, CLOSED
ait 30 saconds send nothing
Send SYN

TIME_WAIT
- SYN_SENT i
_. LAST_ACK LISTEN

Receive FIN, Receive SYN & ACK,

send ACK ‘ send ACK Send HN‘ sR:::I;‘\?i\f;I\LCK

BINEWAITSZ ESTABLISHED e —
= SYN_RCVD

Send FIN
Receive ACK, Receive FIN, Receive ACK,
send nothing FIN_WAIT_1 Client application send ACK [ send nothing
initiates close connection

Figure 3.41 + A typical sequence of TCP states visited by a client TCP Figure 3.42 ¢ A typical sequence of TCP states visited by a server-side TCP
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Client Server

Close

Timed wait

Closed

Time Time

Figure 3.40 ¢ Closing a TCP connection

3.13 Principles of Congestion Control
The Causes and the Costs of Congestion
1. Scenario 1:Two senders, a Router withinfinite Buffers

Two hosts (A and B) each have a connection thaeshasingle hop between source and
destination.

» Assume:
» Ain bytes/sec = The average rate Host A is sendmginal data into the connection.
Original means each unit of data is sent into teket onlyonce

» Data is encapsulated and sent — no error recowegy, (retransmission), flow control or
congestion control is performed.

» Host B operates in a similar manner and it toe@rgdag at a rate of, bytes/sec.
Outgoing link capacity of router R. The link is shared.
» The router has an infinite amount of buffer space.

;: original data Yout
Host A / Host B Host C / Host D
® K Fy ,

Y

I| | | ||
4 d
— — —
=
e .
L = )
1 " ]

Unlimited shared
output link buffers

Figure 3.43 ¢ Congestion scenario 1: Two connections sharing a single
hop with infinite buffers

» Performance of Host A’s connection under this firstenario:
» Per-ConnectionThroughput (number of bytes/sec at the recejver
» Sending rate between 0 aR{2: Throughput = Sender’s sending rate

» Sending rate abov&/2: Throughput &R/2

Reason: The link simply can’t deliver packets to receiara steady-state rate that
exceeddy/2.

11



» Achieving a per-connection throughput B2 might actually appear to be a good thing,
because the link is fully utilized in delivering gk®ts to their destinations. However,
operating near link capacity consequences in ladgkay.

Ri2

lout
Delay

Sf----mmmmmmmm—3

=]

in in

a. b.

Figure 3.44 + Congestion scenario 1: Throughput and delay as a function
of host sending rate

» Average Delay:

» As the sending rate approacli¥g, the average delay becomes larger and larger.
» When the sending rate excedlg, the average number of queued packets in therrou
is unbounded, and the average delay between sandcdestination becomes infinite.
» Cause of congestion as learnt from this scenario:
Operating at an aggregate throughput of near oreaiRo

» Cost of congestion as learnt from this scenatrio:
Large queuing delays are experienced.

2. Scenario 2:Two senders, a Router withFinite Buffers
» Assume:

» The router has an infinite amount of buffer space.
ConsequencePackets will be dropped when arriving to an alyefadl buffer.
» Each connection is reliable — retransmission okgidoss is performed.
> Ain bytes/sec = The average rate Host A is senadliiignal data into the connection.
» MN'in bytes/sec = Theffered loado the networkdriginal + retransmitteddata)
» Performance
Depends on how retransmission is performed.

1. Sender is able to somehow determine whether or natbuffer is free in the router and
thus sends a packet only when a buffer is free.

> No loss would occuiin = A'in.
Throughput = Ajn
From a throughput standpoint, performance is idealerything that is sent is received.

Note that the average host sending rate cannoeeX@ under this situation, since
packet loss is assumed never to occur.

Y V V

2. Sender retransmits only when a packet iknown for certainto be lost.
Let, )\'in =R/2.
Let, at this value of offered loathroughput = R/3.
O The rate of actual data = throughpuR/3
O The rate of retransmitted datd&r2 —R/3 =R/6
» Cost of congestion as learnt from this scenario:
The sender must perform retransmissions in ordeotapensate for dropped (lost)

12



packets due to buffer overflow.

RI2—-———————m—————— RI2f—————————m—————— RI2—

RI3——====—mmm—mmm =

?"OU'I
)"OUI
?"OUI

R4S m e e e

E_________________

a. b. C.

Figure 3.46 ¢ Scenario 2 performance with finite buffers

The sender may time out prematurely and retransmita packet that has been delayed
in the queue but not yet lost.

In this case, the work done by the router in fodirag the retransmitted copy of the
original packet was wasted, as the receiver willehalready received the original copy of
this packet. The router would have better usedlitiletransmission capacity to send a
different packet instead.

» Throughput: R/4

Reason:Since each packet is forwarded twice (on averabe)throughput will have
an asymptotic value d¥4 as the offered load approdef2.

» Cost of congestion as learnt from this scenario:

Unneeded retransmissions by the sender in thedat@rge delays may cause a
router to use its link bandwidth to forward unnedepies of a packet.

3. Scenario 3: Four Senders, Routers with Finite Buffies, and Multi-hop Paths

Four hosts transmit packets, each over overlapmmoeghop paths.

» Assume:

>

>
>
>

Each host uses a time-out/retransmission mechatasimplement reliable data transfer
service.

All hosts have the same valueXgf.

All router links have capacity R bytes/sec.

The A-C connection shares router R1 with D-B cotina¢cand R2 with B-D connection.

Ain: original data

Ain: original hout
data, plus
retransmitted
Host A data Host B
[ ® N
ﬂj_ ] ] ﬂ
— [—
A —Hi
R1
g2 g3
R4 \> # R2
\ i
¢ AV

Finite shared output
Host D link buffers Host €

ﬂl J I’::-"ﬂ J ﬂll

R3

Figure 3.47 ¢ Four senders, routers with finite buffers, and multihop paths
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» For extremely small values ofi,,
» Buffer overflows are rare.
» The throughput approximately equals the offered.loa
» For slightly larger values ofdi,,
» The corresponding throughput is also larger, smoee original data is being transmitted
into the network and delivered to the destinataong overflows are still rare.
» Thus, for small values ofli,, an increase in;, results in an increase Mgy
» For extremely large values ofi, (and henced’y),
» Consider the router R2.
» The A-C traffic arriving from router R1 to R2 caave an arrival rate at R2 that is at most
R, the capacity of the link from R1 to R2, regardle§the value okj,.
» The arrival rate of B-D traffic at R2 can be mualgler than that of the A-C traffic.
Because the A-C and B-D traffic must compete atero&2 for the limited amount of
buffer space, the amount of A-C traffic that susbd$y gets through R2 (i.e., is not lost

due to buffer overflow) becomes smaller and smalkeithe offered load from B-D gets
larger and larger.

» In the limit, as the offered load approaches ityinan empty buffer at R2 is immediately
filled by a B-D packet, and the throughput of th&CAconnection at R2 goes to zero in the
limit of heavy traffic.

» Cost of congestion as learnt from this scenario:

When a packet is dropped along a path, the trasgmigapacity that was used at each of
the upstream links to forward that packet to thanfpat which it is dropped ends up having
been wasted.

Y

3.14 Approaches to Congestion Control

Congestion control approaches can be distinguibhasdd on the whether or not the network layer
provides any explicit assistance to the trans@yet for congestion control purposes:
1. End-to-End Congestion Control

» The network layer provides no explicit supportte transport layer for congestion control
purposes.

» Even the presence of congestion in the network ineishferred by the end systems based
only on observed network behavior (e.g., packet ool delay).

» Implemented by TCP.
2. Network-Assisted Congestion Control

» Network-layer components (i.e., routers) providelex feedback to the sender regarding
the congestion state in the network.

» Implemented by ATMthe ATM ABR (Available Bit-Rate) congestion contnelchanist
3.15 TCP Congestion Control

The approach taken by TCP is to have each sendgrthe rate at which it sends traffic into its
connection as a function of perceived network cetige. If little congestion is perceived, the send
rate is increased; if much congestion is perceittegsend rate is decreased.

But this approach raises three questions:
» How does a TCP sender limit the rate at which it g&ls traffic into its connection?

Introduce acongestion windoywhich imposes a constraint on the rate of tragsioi.
Specifically, the amount of unacknowledged data sénder may not exceed the minimum of
congestion windowandreceive windowThat is:

LastByteSent — LastByteAcked < min(CongWin, RcvWindow)

14



Ignoring the RcvWindow constraint, roughly, at tbheginning of every RTT, the
constraint CongWin permits the sender to send Candies of data into the connection; and
at the end of the RTT, the sender receives thecadedgements for the data.

Thus, The sender’s send rate is roughly CongWin/RTT lgeesBy adjusting the value
of CongWin, the sender can therefore adjust treeaatvhich it sends data into its connection.

» How does a TCP sender perceive that there is congjes on the path between itself and
the destination?
» How congestion is detected

When there is excessive congestion, then one (oe)mouter buffers along the path
overflows, causing a datagram to be dropped. Thppd datagram, in turn, results in a
loss event at the sender — either a timeout orébeipt of three duplicate ACKs — which is
taken by the sender to be an indication of congesin the sender-to-receiver path.

» How congestion-freeness is detected

In this case, acknowledgements for previously unaskedged segments will be
received at the TCP sender. TCP will take the alrpf these acknowledgements to
increase its congestion window size (and hendgatsmission rate).

» What algorithm should the sender use to change itsend rate as a function of perceived
end-to-end congestion?
It's called TCP congestion control algorithm.

3.16 TCP Congestion Control Algorithm
The algorithm has three major components:

1. Additive-Increase, Multiplicative Decrease (AIMD)
2. Slow Start (SS)
3. Reaction to Timeout Events

Additive-Increase, Multiplicative Decrease (AIMD)
» Approach: Increase transmission rate (window size), prolbangisable bandwidth, until loss
occurs.
» Additive Increase: Increasecongwin by 1 MSS every RTT until loss detected.

» This can be accomplished in several ways; a comappmoach is for the TCP sender to
increase itCongwin by MSS (MSSZongwin) bytes whenever a new acknowledgement
arrives.

For example, if
MSS = 1,460 bytes
CongWin = 14,600 bytes
[0 No. of segments sent within an RTT = 10
Each arriving ACK increases the congestion winda& by 1/10 MSS.

[0 After acknowledgements for all 10 segments havenbeeceived, the value of
CongWin will have increased by MSS, as desired.

» This linear increase phase is knowrcasgestion avoidangg€A).
» Multiplicative Decrease: Cut CongWwin in half after loss. HoweveGongwin is not allowed to
drop below 1 MSS.
Slow Start (SS)

» When a TCP connection begins, the valuewigwin is typically initialized to 1 MSS.

» Instead of increasing its rate linearly during tmdial phase, a TCP sender continues to
increase its rate exponentially by doubling itsueabfCongwin every RTT until there is a loss
event, at which timeongwin is cut in half and then grows linearly, as desstiabove.
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Reaction to Loss Events

» Timeout Events

>

>

TCP sender enters a slow-start phase — i.e., l#eisohgestion window to 1 MSS and then
grows the window exponentially. The window contiau® grow exponentially until
CongWin reaches one half of the value it had before theedut event. At that point,
CongWin grows linearly.

TCP manages these more complex dynamics by maimgaenvariable calledhreshold
which determines the window size at which slowtstall end and congestion avoidance
will begin. The variable is initially set to a largalue (65 Kbytes in practice) so that it has
no initial effect. Whenever a loss event occurs,hlue ofThreshold is set to one half of
the current value afongWwin.

Thus, while in SS, a TCP sender increases the \@lwengwin exponentially fast until
CongWin reaches Threshold. Whe&angwin reaches Threshold, TCP enters the CA phase,
during whichCongwin ramps up linearly as described earlier.

Both TCP Tahoe and TCP Reno acts in this way.

» Triple Duplicate ACKs

>
>

TCP Tahoe —behaves as described in the timeout event — eane&S phase.
TCP Reno —the congestion window is cut in half and then iases linearly.

» Reason Even though a packet has been lost, the arrivahade duplicate ACKs
indicates that some segments have been receithd aénder. Thus, unlike the case of
a timeout, the network is showing itself to be ddpaof delivering at least some
segments, even if other segments are being lastrigestion.

» This canceling of the SS phase after a triple dapti ACK is calledast recovery

14

TCP Reno

12
:
'g.-a 10+ /,"
§5 gThreshold 7 _____|
c E
o o
Ty 6 /
& s
5% 4 /
w /—TCP Tahoe

2 ’_.lv’ M

r &
0 I I ] ] | | | I ] I ] I I I 1
01 2 3 4 5 6 7 8 9 10111213 14 15

Transmission round

Figure 3.53 ¢ Evolution of TCP’s congestion window (Tahoe and Reno)

cwnd
A

2 5S: Slow start
24 Al: Additive increase
MD: Multiplicative decrease

22+ Time-out
20F
181 Threshold = 16 :
16 - |
14+ [ 3 ACKs
121 ol Threshold=10
1
10k = | al
08 Bl I e o«
06 ! e
04 - ' A
ol [ Al
| i 1 | 1 | | I 1 | 1 | 1 | P
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 Rounds

Figure: TCP Reno’s Reaction to loss events.

16



3.17 TCP Throughput

>

>

Ignore the SS phases, as they are typically veoyt §since the sender grows out of the phase
exponentially fast).
Let,
Current window size w bytes
Current round-trip time RTTsec
[J Transmission rate w/RTT (roughly)
Let, W be the value ofv when a loss event occurs.

Assuming that RTT and W are approximately constaetr the duration of the connection, the
w

.. 1 w
TCP transmission rate ranges frghx — to —.
2 RTT RTT

Because TCP’s throughput increases linearly betwleetwo extreme values, we have
3. W _ 075w

Average throughput of connection =G X R—":T + R—":T) /2 = IXem =
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CHAPTER 4
NETWORK LAYER

4.1 Routing and Forwarding

Routing refers to the network-wide

process that determines the end-to-end pe

Local forwarding table

that packets take from source to destinatior header value | output link
Forwarding refers to the router-local 910013
action of transferring a packet from an inp o1 |2 >
link interface to the appropriate output lin i
interface. —

Value in arriving

. ket's head T
How forwarding works packers hes e% %Q’Q\f I
- = =<

Every router has a forwarding table. ,
router forwards a packet by examining tt
value of a field in the arriving packet’ (J?
header, and then using this value to ind Il |
into the router’s forwarding table. The resu —_—
from the forwarding table indicates to whic |

of the router’s link interfaces the packet is -
be forwarded. Figure 4.2 ¢ Routing clgorithms determine values in forwarding tables.

How forwarding tables are configured?
Using routing algorithmsComing soon...

4.2 Network Service Model
Network Service Bandwidth No-Loss  Ordering Timing Congestion
Architecture Model Guarantee  Guarantee Control
Internet Best Effort None None Any Not None
Order Maintained
ATM ABR Guaranteed None In Order Not Congestion
(Asynchronous (Available  Minimum Maintained Indication
Transfer Modg  Bit Ratg Provided
CBR Guaranteed Yes In Order Maintained Congestion Will
(Constant Constant Not Occur
Bit Ratg Rate
4.3 Virtual Circuit (VC) Networks

A VC consists of

1. Apath (i.e., a series of links and routers) betwte source and destination hosts
2. VC numbers, one number for each link along the path

3. Entries in the forwarding table in each router gltime path.

A packet belonging to a VC will carry a VC nunberits header. Because a VC may have a
different VC number on each link, each intervennmogter must replace the VC number of each
traversing paket with a new one. The new VC nunbebtained from the forwarding table.

In a VC network, the network’s routers must maimtaonnection state information for the
ongoing connections. Specifically, each time a mewnection is established across a router, a new
connection entry must be added to the router’'s dotimg table; and each time a connection is
released, an entry must be removed from the table.
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Example of forwarding in a VC network

Incoming Interface Incoming VC# Outgoing Interface Outgoing VC#
1 12 2 22
2 63 1 18
3 7 2 17
1 97 3 87
A R1 R2 B
I 1 —) 1 w2
‘{:f} (>
R3 R4

Figure 4.3 ¢ A simple virtual circuit network

Why doesn’t a packet just keep the same VC numbeeach of the links along its route?

1. Replacing the number from link to link reduces kegth of the VC number field in packet
header.

2. VC setup is simplified. Specifically, with multiplgC numbers, each link in the path can
choose a VC number independently of the VC numbesen at other links along the path. If a
common VC number were required for all links aohg path, the routers would have to
exchange and process a substantial number of nesssaggree on a common VC number to
be used for connection.

Phases in VC

1. VC Setup
» Sending transport layer contacts the network lagm@ecifies the receiver’s address, and
walits for the network to set up the VC.
» Network layer
- determines the path between sender and receivéithanvVC number for each
link along the path.
- adds an entry in the forwarding table in each noalteng the path.
- may also reserve resources (e.g. bandwidth) almmgath of the VC.
2. Data Transfer
3. VC Teardown
» Sender (or receiver) informs the network layert®fesire to terminate the VC.
» Network layer
- informs the end system on the other side of the/ort of the call termination.
- updates the forwarding tables in each of the reuerthe path to indicate that
the VC no longer exists.

Application Application
4. Call connected 3. Accept call

n Transport / \ Transport |
| 5. Data flow 6. Receive ﬂl
) Network | v begins data \ Network |

— Data link - Data link —_—
] ><

Physical Physical

1. Initiate call 2. Incoming call

Figure 4.4 ¢ Virtual<circuit setup
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4.4

Signaling Messages and Protocols

The messages that the end systems send into therkeb initiate or terminate a VC, and the
messages pased between the routers to set up tharé/€rown asignaling messagesand the
protocols used to exchange these messages areafitered to asignaling protocols

Datagram Networks

In a datagram network, each time an end systemswardend a packet, it stamps the packet with
the address of the destination end system andpgbps the packet into the network. This is done
without any VC setup. Routers in a datagram netwhrknot maintain any state information about
VCs.

A packet passes through a series of routers. Wipattket arrives at the router, the router uses the
packet’s destination address to lookup the appatgoutput link interface in the forwarding talle.
then forwards the packet to that output link irded.

For example, a router with 4 links may have théfeing forwarding table:

Destination Address Range Link Interface
11001000 00010111 00010000 00000(
through 0

11001000 00010111 00010111 111111

11001000 00010111 00011000 00000000
through 1
11001000 00010111 00011000 11111111

11001000 00010111 00011001 00000(
through 2
11001000 00010111 00011111 121111

otherwise 3

Problem: There have to be*2(= 4 billion) entries in each router’s forwarding leib
Solution: UseLongest Prefix Matching

When there are multiple matches, the router usektiyest prefix matching rulethat is, it finds
the longest matching entry in the table and fonsdha& packet to the link interface associated thi¢h
longest prefix match. The table might look like fbéowing:

Prefix Match Link Interface
11001000 00010111 00010 0
11001000 00010111 00011000 1
11001000 00010111 00011 2

otherwise 3

As an example, the destination address 110010000000 00011000 1010101 is mapped to the
link interface 1.

Although routers in datagram networks maintain nonnection state information, they
nevertheless maintain forwarding state informatiortheir forwarding tables. Because forwarding
tables in datagram networks can be modified attiamg, a series of packets sent from one end system
to another may follow different paths through tleéwork and may arrive out of order.
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4.5 Inside the Router
High-Level View of a Generic Router Architecture

There are four components of a router:
1. Input Ports
» Physical layer functions: terminating an incomirygical link to a router.

» Data link layer functions: protocol, decapsulation.

» Lookup and forwarding function:
Data packets are forwarded into the switching tabfithe router to place at the

appropriate outupt port.
Control packets (e.g., packets carrying routingtgmol information) are

forwarded from input port to the routing processor.

2. Switching Fabric
Connects the router’s input ports to its outputgor

3. Output Ports
» Stores the packets that have been forwarded boaugh the switching fabric and then

transmits the packets on the outgoing link.
» The output port thus performs the reverse datadmik physical layer functionalities of

the input port.

4. Routing Processor

» Executes routing protocols
» Maintains the routing information and forwardinyles

» Performs network management functions within theeo

Output port

VO H -

Switch
fabric Output port

Input port
SO M FCH RO
4

¥

Routing
processor

Figure 4.6 ¢+ Router architecture

Data link Lookup, fowarding,
i | Line ] processing — queuing N Swntc_h
termination (protocol, m fabric
decapsulation)
Figure 4.7 ¢ Input port processing
Queuing (buffer Data link
Smt;h | management) - processing — L‘|ne ) —
fabric (protocol, termination
Wm encapsulation)

Figure 4.9 ¢+ Output port processing
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Switching Techniques

1. Switching via memory
» An input port with an arriving packet signals tlo@iting processor via an interrupt.
» The packet is then copied from the port into memory
» The routing processor then extracts the destinaoidress from the header, looks up
the appropriate output port in the forwarding talaled copies the packet to the output
port buffers.
2. Switching via a bus
» The input ports transfer a packet directly to tkupat port over a shared bus, without
the intervention by the routing processor.
» As the bus is shared, only one packet at a timéeanansferred over the bus. Thus, the
bandwidth of the router is limited to the bus speed
3. Switching via an interconnection network / crossbaswitch
» A crossbar switch is an interconnection netgwonkststing of 2 buses that connent
input ports tan output ports.
» A packet arriving at an input port travels along tiorizontal bus attached to the input
port until it intersects with the vertical busdigzg to the desired output port.
» If the vertical bus is being used to transfer akpafrom another input port to this same
output port, the arriving packet is blocked and ninesqueued at the input port.

Memory Crossbar
A A

X
= L []O— s
B Y B
[ [ [ | emony A= —» (] (] [ >
C z C
SO~ p@mOo->  —Om-

Bus
A

X
==y ) (] O —
Y

B
— O (] [ =
Z v

C
— [ (] —f> [} [ JOI—

pd
«— O J[m]«
=<
4—|_|Dm4—

Key:
O] Input port [ 133 output port

Figure 4.8 ¢+ Three switching techniques
4.6 IP Datagram Fragmentation
The problem

Not all link layer protocols can carry network laymackets of the same size. For example, Ethernet
frames can carry up to 1,500 bytes of data, whdraases for some wide-area links can carry no more
than 576 bytesThe maximum amount of data that a link layer frazam carry is called themaximum
transmission unit(MTU). While forwarding packets, if a router receives ydaframe and finds out
that the output link the packet is destined todnamaller MTU, then what will happen?

The solution — Datagram Fragmentation

» When a datagram is created, the sending host stangpslatagram with source and
destination IP addresses as well as an identificatumber. Typically, the sending host
increments the identification number for each datamit sends.
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4.7

» When a router needs to fragment a datagram, eacliting datagram (i.e., fragment) is
stamped with the source and destination IP andticion number of the original
datagram.

Also, in order to for the destination host to detiere whether a fragment is missing (and
also to be able to reassemble the fragments in pineper order), an offset field is used to
specify where the fragment fits within the origitldatagram.

Because IP is an unreliable service, one or motheofragments may never arrive at the
destination. For this reason, in order for the idasbn host to be absolutely sure it has
received the last fragment of the original datagrdra last fragment has a flag bit set to 0O,
whereas all the other fragments have this flagddito 1.

» The job of datagram reassembly is implemented eénetid systems rather than in network
routers in order to keep the network core simple.

» The payload of the datagram is passed to the
transport layer at the destination only after tRe length| LD [fragflag [of fset u
layer has fully reconstructed the original | =4000|=x | =0 =0
datagram. If one or more of the fragments does |o,.. arge datagram becomes
arrive at the destination, the incomplete datagsan |several smaller datagrams
discarded and not passed to the transport layer.

) ] ) ] length |ID [fragflag|offset J
Consider an example illustrated in the figure aaright. A 21500 |=x | =1 =0
datagram of 4,000 bytes (20 bytes of IP heade98®Bbytes TengThTID [Frogfiog|ofFoct J
of payload) arrives at a router and mulst be fodedrto a link 21800 [=x | =1 | :185
with an MTU of 1,500 bytes. Suppose that the o&gir
; : . e length| 1D
datagram is stamped with an identification numkek.orhe 3’59:0 =x f”?é'“g °:§§ET J
characteristics of the three fragments are shouowbe
Fragment Bytes ID Offset Flag
1% Data=1,480bytes x O 1
Header = 20 bytes (means the data should be inserted beginnningtat®)y
2" Data = 1,480 bytes x 185 1
Header = 20 bytes (means the data should be inserted beginnningtatli$80.
Note that 185 x 8 = 1480)
3 Data =1,020bytes ~ x 370 0
(= 3980 1480 1480) (means the data should be inserted beginnningtata®60.
Header = 20 bytes Note that 370 x 8 = 2960)

The values in the above table reflect the requirgrtieat the amount of original payload data in all
but the last fragment be a multiple of 8 bytes, Hrad the offset value be specified in units ofygeb
chunks.

IPv4 Datagram Format 32 ?its

. _ |
Version: Protocol version: IPv4, IPV6. e

Version length Type of service Datagram length (bytes)
Type of Service:Vendor Specific Service.
Datagram Length: (Header + Data) Iength. 16-bit Identifier Flags 13-bit Fragmentation offset
Identifier, Flags, Offset: For fragmentation.  Time-to-live Ugfg{;‘fgﬁ' Header checksum

TTL: Hop count.
Upper-layer Protocol: TCP, UDP etc.

32-bit Source IP address
32-bit Destination IP address
Options (if any)
Data

Figure 4.13 ¢ |Pv4 datagram format
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4.8

4.9

4.10

Why error checking is performed at both transpet and network layers?

1. Only the IP header is checksummed at the IP layeite the TCP/UDP checksum is computed
over the entire TCP/UDP segment.

2. TCP/UDP and IP do not necessarily both have torigeto the same protocol stack. TCP can,
in principle, run over a different protocol (e.gT¥) and IP can carry data that will not be

passed to TCP/UDP.
IPv4 Addressing
Notation
1. Binary: 10000000 00001011 00000011 00011111
2. Dotted-Decimal: 128 . 11 .3 ) 31
3. Hexadecimal: 0x 80 0B 03 1F

Classful Addressing

In classful addressing, the IP address space idativinto five classes: A, B, C, D and E. Each
class occupies some part of the whole address .space

Recognizing Classes

First Byte SeconiByte Third Byte Fourtl Byte
st [ AL ][] (o] (] (o] [5e)
Finding the class in binary notati Finding theaddress clas
First Byte  SeconiByte Third Byte Fourtl Byte
Class £ | 128 to 191|:||:”:] Class| Number of Addresses Percentage
31
B 2% 25%
D 2 6.25%
Finding the class iidecima notatior Addresses per cla

Netid, Hostid and Blocks
In classful addressing, an IP address in class&ahd C is divided intaetid andhostid

l¢— Byte 1—ple¢— Byte 2—ple— Byte 3—dle— Byte 4|

ClassA |  Netid | Hostid |
Class B | Netid | Hostid |
Class C | Netid | Hostd |
Class D | Multicast Address |

Class| | Reserved for Future U
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Each class is divided into a fixed numberbtdcks with each block having a differenetid For
example, class A is divided into 128 blocks:

The F'block covers addresses frdn®.0.0 t00.255.255.255 (netid 0).
The 2% block covers addresses frdn®.0.0 tol.255.255.255 (netid 1).
The last block covers addresses frb27.0.0.0 t0127.255.255.255 (netid 127).

Similarly, class B is divided into 128 x 128 = 1843blocks:

The F'block covers addresses frd8.00.0 t0128.0255.255 (netid 128.0).
The last block covers addresses frb81.2550.0 t0191.255255.255 (netid 191.255).

Note that for each block of addresses,rtbidis the same, but tHeostidcan take any value in the
given range.

Special Addresses

Special Address Netid Hostid Source or Destination Example
Network address Specific  All Os None 141.14.0.0
Direct broadcast address Specific  All 1s Destimatio 141.14.3.255
Limited broadcast address All 1s All 1s Destination  255.255.255.255
This host on this network All Os All Os Source 0.0.
Specific host on this network All 0s  Specific Destination 0.0.3.64
Loopback address 127 Any Destination 127.0.0.1

Network Address

The first address in a block (in classes A, B andsCalled thenetwork addressind is used to
identify the organization to the rest of the intrnlt defines the network of the organization, not
individual hosts.

Properties of Network Addresses

1. The network address is the first address in thekblo

2. The network address defines the network to theafa$ie internet.

3. Given the network address, we can find the claghefddress, the block, and the range of the
addresses in the block.

Finding class, netid of the block and range of addhises from a network address
Consider the network address 132.21.0.0.

The class is B, because the first byte is betw@&wahd 191.
The block has a netid of 132.21.
The addresses range from132.21.0.0 to 132.21.255.25

Masking — Finding the network address from a givaddress

A maskis a 32-bit number that gives the first addrestheblock (the network address) when
bitwise ANDed with an address in the block. In &kdD operation for classful addressing, there
are three masks, one for each class. The follovahlg shows thdefault maskfor each class:

Class Mask in Binary Mask in Dotted-Decimal
A 111111112 00000000 00000000 000000@55.0.0.0
B 11111211 12111111 00000000 000000@%5.255.0.0
C 11111271112211121112111211 000000@B5.255.255.0

Direct Broadcast Address

In classes A, B and C, if the hostid is all 1s, dldelress is called direct broadcast addres# is
used by a router to send a packet to all hostspeaifc network.

Limited Broadcast Address
In classes A, B and C, an address with all 1sHemtetid and hostid defines a broadcast address in
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the current network. A host that wants to send asage to every other host can use this address as .
destination address in an IP packet. However, terawuill block a packet having this type of address
to confine the broadcasting to the local networ&teéNthat this address belongs to class E.

This host on this network

If an IP address is composed of all zeroes, it m#aa host on this networK his is used by a host
at bootstrap time when it does not know its IP adsglr The host sends an IP packet to a bootstrap
server using this address as the source address dindted broadcast address as the destination
address to find its own address.

Specific host on this network

An IP address with a netid of all zeroes meanseaiBp host on this network. It is used by a host
to send a message to another host on the samerketwo

Loopback Address

The IP address with the first byte equal to 127sisd for the loopback address, which is an address
used to test the software on a machine. When tluieeas is used, a packet never leaves the madhine;
simply returns to the protocol software.

Private Addresses

A number of blocks in each class are assigned rigate use. They are not recognized globally.
These blocks are depicted in the following table:

Class Netids Blocks
A 10.0.0 1
B 172.16 to 172.31 16

C 192.168.0 to 192.168.255 256
Unicast, Multicast and Broadcast Addresses

Unicast communication isne-to-one When a packet is sent from an individual souean
individual destination, a unicast communicatioresplace.

Multicast communication i®ne-to-many When a packet is sent from an individual souce t
group of destinations, a multicast communicatideesaplace. The entire address defines a groupid. A
system on the internet can have one or more classullcast addresses (in addition to its unicast
adderss or addresses). If a system has seven astladdresses, it means that it belongs to seven
different groups.

Broadcast communication @ne-to-all The internet allows broadcasting only at the ll¢eael.
The Problem with Classful Addressing

Classful addressing means network must be of §88@ (2°) for class B and 256 {pfor class C.
If an organization wants 4 networks each with 3@kt then it needs 4 class B networks.
Consequently, more than 200,000 addresses aredvaste

Subnetting

Subnetting was introduced in 1980s to solve thidbl@m. In subnetting, a network is divided into
subnetqshort forsubnetworks
1411401 141.140.2 141.14.192.2 141.14.255.254 141,14,255.254
J ad a a a
_|). = ‘_T“ Py
Network: 141.14.0.0 | 141.14.201.4

Ee:

’Rl

To the rest of
the Internet

Example of a network which is not subnetted
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ML14.0.1 14b.14.0.2 l-I'I.J-‘l.BG:Z‘Sﬂ T41.14.64.1 141, 14.64.2 T4 14.127.254
" r r - H
1 e = | a 1

2 el £ demt e
o Al =] = T =

| |
Submnet 141.14.88.9 Subnet
141.14.0.0

141.14.64.0

141,14.44.12

kel
b
bl
78]

141,14.192.1 141.14.192.2 141.14.255.254 LA 141281 141.14.128.2 140.14.191.254
r T i

sun ot
—rﬂ

Subnet i
141.14.128.0

141,14.192.3
141140283

wes 0L = =" -

T 5
Subnet
141.14.192.0

141.14.201 4
141.14.167.20

R1

‘Externa

. a\ .{C}uter
I'a the rest of

the Internet

Sire: 141.14.0.0

Example of a subnetted network

In the example above, only R1, R2 and R3 need tovkabout the subnets. Each subnet requires
an entry in their routing table. Routers extermathte network need not to know about subnetting. In
the figure, the external router requires only atmnyefor the network address (141.14.0.0) in itstirog
table.

Subnetid
141.14.64.1 is an address in the subnet 141.14(640s called the subnet address).

Before subnetting

_ 0100 0000 0000 0001

netid

After subnetting

netid subnetid hostid

Subnet Mask

When we configure a host, we must specify bothlhaddress of the host and the subnet mask.
The subnet mask has the same role as the netwalk m@awvever, it has more 1s.

Example

Given the following netid, subnetid and hostid
(Note: 1st 2 bytes are in dotted decimal, last 2 bytes in binary)

netid subnetid hostid

The corresponding subnet mask 1s

In dotted decimal notation, it 1s 255.255.192.0

Finding the Subnet Address from a Given Address

Consider an IP address 200.45.34.56 and the subask 255.255.240.0. To get the subnet
address, we apply the AND operation on the IP addaad the subnet mask.
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IP Address — 11001000 00101101 00100010 00111000
Subnet Mask — 11111111 1171112111 11110000 00000000
Subnet Address — 11001000 00101101 00100000 0OOO00000

The subnet address is 200.45.32.0.
Number of subnetworks

The number of subnetworks can be found by courttiegextra 1s that are added to the default
mask to make the subnet mask. For example, in bogeaexample, the number of extra 1s is 3;
therefore, the number of subnets 102 16.

Number of addresses per subnet

The number of addresses per subnet can be fourmbinyting the Os in the subnet mask. For
example, in the above example, the number of A2;isherefore, the number of possible addresses in
each subnet is'2or 4096.

Supernetting

If an organization wants 1000 addresses, supengedtiows 4 class C networks to be merged to
form a supernet with 1024 addresses.

First class C Second class C
acldress address

X.Y.32.255 X.Y.33.1

X.Y.32.2 1 5 X.Y.33.253
Xydel @ e = 5= e D0 XY.3325
12 R s A

2

To the rest of e / Supernetwork
the Internet N X.Y.32.0

S

X.Y.35.254 “_j,. T | A e =
X.Y.35.253 | = X.Y.34.2
XY.35.1 X.Y.34.255
Fourth class C Third class C
B address = address =

A supernetwork
Supernet address assignment rules

If a supernet consists of 100 class C networksifatice addresses arandomlychosen, then the
routers external to the supernet will require 1ABies for the supernet. It would be desirablenifydl
entry is required. This can be achieved by cangfdkigning addresses:

1. The number of blocks must be a power of 2 (1, 38,486, ...).

2. The blocks must be contiguous in the address gjpaceno gaps between the blocks).

3. The third byte of the first address in the supearklmust be evenly divisible by the number of
blocks. In other words, if the number of blockdNighe 3% byte must be divisible b.

Example

A company needs 600 addresses. Which of the fatigwet of class C blocks can be used to form
a supernet for this company?

a. 198.47.32.0 198.47.33.0 198.47.34.0
Not acceptable. Number of blocks is 3, which isapower of 2.

b. 198.47.32.0 198.47.42.0 198.47.52.0 198.47.62.0
Not acceptable. Blocks are not contiguous.

c. 198.47.31.0 198.47.32.0 198.47.33.0 198.47.34.0
Not acceptable."8byte of first address is not divisible by 4 (numbéblocks).

d. 198.47.32.0 198.47.33.0 198.47.34.0 198.47.35.0
Acceptable.
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Supernet Mask

A supernet mask is the reverse of a subnet maskibAet mask for class C has more 1s than the
default mask for this class. A supernet mask fas€IC has less 1s than the default mask for thss cl

The following figure shows the difference betweesuanet mask and a supernet mask. A subnet
mask that divides a block into eight subblocks asore 1s (2= 8) than the default mask; a supernet
mask that combines eight blocks into one superbi@sk3 less 1s than the default mask.

Subnet Mask Divide 1 network into 8 subnets
T T T T T T T T 7 T T ST T 111‘00000
3 more

Subnetting f

ls

Default Mask
i S R SR (S G S B S i B ‘DOO 00000

1s

. 3 less
Supernetting ;

Supernet Mask

Bididsaa {91014 Loidn

000 000 00000
Combine 8 networks into | supernet

Example 1

We need to make a supernetwork out of 16 clas®€kbl What is the supernet mask?

Solution: For 16 blocks, we need to change foutol8s in the default mask. So, the mask is:
111121221 11111111 110@0000000000 or 255.255.240.0.

Example 2

Given the first address of a supernet 205.16.32d0aasupernet mask of 255.255.248.0, how many
blocks are in this supernet and what is the rafgeldresses?

The supernet mask has 21 1s. The default maskas. Bince the difference is 3, there atrer2
8 blocks in this supernet.

The blocks are 205.16.32.0, 205.16.33.0, ..., 208916.

The range of addresses is: from 205.16.32.0 talB080.255.
411 Classless Addressing

The problem with classful addressing

The use of classful addressing has created manylgong. Until the mid 1990s, a range of
addresses meant a block of addresses in clasoACBThe minimum number of addresses granted to
an organization was 256 (class C); the maximum 1</ 77, 216 (class A). In between these limits,
an organization could have a class B block or sg¢wass C blocks. These address assignments were
always in multiples of 256. However, what aboutrealt business that needed only 16 addresses? Or &
household that needed only two addresses?

To resolve the problems of classful addressing, 986, the Internet authorities announced a new
architecture calledlassless addressing

Restrictions

1. The number odddresses a block must be a power of 2 (1, 2, 4, 8, 16, ...

2. Theaddressed a block must be contiguous.

3. The first address must be evenly divisible by thenher of addresses.
If the address has 256 addresses, we need to divide the right-mdstdayly.
If the address has 256 andk 256 addresses, we need to check only the two right-ingss
and so on.
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Example 1

Which of the following can be the beginning addrefsa block that contains 16 addresses?
a.205.16.37.32 b.190.16.42.44 ¢.17.17.33.80 d.123.45.24.52

Only two are eligibled andc), because both 32 and 80 are divisible by 16.

Example 2

Which of the following can be the beginning addrefsa block that contains 1024 addresses?
a.205.16.37.32 b.190.16.42.0 ¢.17.17.32.0 d. 123.45.24.52

In this case, we need to check two bytes becaugé £04 x 256. The right-most byte must be
divisible by 256, and the second byte from thetrighst be divisible by 4. Only) is eligible.

CIDR (Classless Inter-Domain Routing) / Slash Not&bn

A classless network is usually writtenA$8.C.0On wheren specifies the number of 1s in the mask.
The firstn bits of A.B.C.D is known as thgrefix andn is known as th@refix length. The last (32 -
n) bits are known as thauffix.

Finding the Network address, range of a block etc.
These all are similar to the techniques usesulinetting
Subnetting

We can, of course, have subnetting with classldsiseasing. The prefix lengtm)(increases to
define the subnet prefix length.

Finding the Subnet Mask

The number of desired subnets defines the subaeéxplf the number of subnets $sthe number
of extra 1s in the prefix length is lggywheres = Jhumber of extra 15

Example

An organization is granted the block 130.34.12.64/the organization needs 4 subnets. What are
the subnet addresses and the range of address=xfosubnet?

First, we find the number of addresses that caassgned to each subnet. Since the prefix length
is 26, the last 6 bits are available as hostid.ddethe total number of addresses in the block i€9.
If we create 4 subnets, each subnet will have téesdes.

Now, let us find the subnet prefix (subnet maskg KMéed four subnets which means we need to
add two more 1s to the site (netid) prefix. Thersilprefix is then /28.

Therefore, the range of addresses for each sufinet i

Subnet 1: 130.34.12.64/28 to 130.34.12.79/28.
Subnet 2: 130.34.12.80/28 to 130.34.12.95/28.
Subnet 3: 130.34.12.96/28 to 130.34.12.111/28.
Subnet 4: 130.34.12.112/28 to 130.34.12.127/28.

4.12 Network Address Translation (NAT)

Suppose that an ISP has allocated a contiguoug& bfoaddresses to an organization. What if the
subnet of the organization grows bigger? FortugatbBkere is a simpler approach to address allagatio
that has found increasingly widespread use in saeharios: NAT.

A NAT-enabled router does nt@dok like a router to the outside world. Instead, th&TNrouter
behaves to the outside world asiagledevice with asinglelP address.

How NAT Works
Consider the following example.
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NAT translation table

WAN side LAN side
138.76.29.7, 5001 10.0.0.1, 3345

$=10.0.0.1, 3345

T
D = 128.119.40.186, 80 :] ﬂMU-U-UJ
=l
, =
j 10004
~

‘_@_ S =138.76.29.7, 5001
D =128.119.40.186, 80 , |
T 7 n| 10.0.0.2

—

5< 3% |
13876207 = , %%3
T 7
S =128.119.40.186, 80 S =128.119.40.186, 80
D = 138.76.29.7, 5001 D =10.0.0.1, 3345 I
/ / m| 10.0.0.3

_J
—_—

Figure 4.22 ¢ Network address translation

Suppose, host 10.0.0.1 requests a web page onwelnserver with IP 128.119.40.186. The
host 10.0.0.1 assigns the (arbitrary) source pamber 3345 and sends the datagram into the
LAN.

The NAT router receives the datagram, generatesva source port number 5001 for the
datagram, replaces source IP with its WAN-side 88.76.29.7, and replaces the original
source port number 3345 with the new source pombms 5001. An entry into the NAT

translation table is also entered.

The web server, unaware that the arriving datageantaining the HTTP request has been
manipulated by the NAT router, responds with a giaa whose destination IP is the IP of the
NAT router and destination port number is 5001.

When this datagram arrives at the NAT router, tater indexes the NAT translation table
using the destination IP and port number to obtaeappropriate IP address (10.0.0.1) and
destination port number (3345) for the browser. Toaeter then rewrites the datagram’s
destination address and destination port numbet, farwards the datagram into the home
network.

Objections to NAT

1.
2.
3.

4.

Port numbers are meant to be used for addrepsougssesnot for addressingosts

Routers are supposed to process packets up to3ayer

NAT protocol violates the so-called end-to-end angut; i.e., host should be talking directly
with each other, without interfering nodes modityil® addresses and port numbers.

We should use IPv6 to solve the shortage of IPesddrs, rather than recklessly patching up the
problem with a stopgap solution like NAT.

Problem of NAT with P2P Applications

» In a P2P application, any participating peer A dtidne able to initiate a TCP connection to
any other participating peer B.

» Now, if peer B is behind a NAT, it cannot act aseaver and accept TCP connections
(unless the NAT is specifically configured for th2P application).

» This problem can be circumvented if peer A firshta@ts peer B through an intermediate
peer C which is not behind a NAT and to which B lkasablished an on-going TCP
connection. Peer A can then ask peer B, via pedo @tiate a TCP connection directly
back to peer A.

» This hack, callecconnection reversalis actually used by many P2P applications. But if
both peer A and peer B are behind their own NATent for all practical purposes, it is
impossible to establish a TCP connection betweentivo peers without application-
specific NAT configuration.
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413 Internet Control Message Protocol (ICMP)

ICMP is used by hosts and routers to communicateark-layer information to each other. The
most typical use of ICMP is for error reporting.

ICMP messages have a type and a code field, artdindhe header and the first 8 bytes of the IP
datagram that caused the ICMP message to be getidrathe first place (so that the sender can
determine the datagram that caused the error).

4.14 IPv6
Important changes introduced in IPv6 datagram fadrma
1. Expanded addressing capabilities.
» Size of IP address is increased from 32 to 128 bits

» In addition to unicast and multicast addresses6 IRas introduced a new type of
address, called aanycast addressvhich allows a datagram to be delivered to ang on
of a group of hosts that have the same prefix.q Téature could be used, for example,
to send an HTTP GET to the nearest of a numberigbmsites that contain a given
document.)

2. A streamlined 40-byte fixed-length header.
3. Flow labeling and priority.

This allows labeling of packets belonging to parte flows for which the sender requests
special handling, such as nondefault quality ofiseror real-time service.

IPv6 Datagram Format 32 bits

Traffic class: Similar to TOC field in IPvA4.

Version Traffic class Flow label
Next header: Similar to protocol field in IPv4.
Payload length Next hdr Hop limit
Hop limit: Similar to TTL field in IPv4.
Source at._idress
Fields no longer present in IPv6 datagram (128 bits)
. Destination address
» Fragmentation / Reassembly (128 bits)
If an IPv6 datagram received by a rout Data

is too large to be forwarded over th
outgoing link, the router simply drops the
datagram and sends a “Packet Too Big” ICMP errossage back to the sender. The sender can
then resend the data using a smaller IP datagzen si

Figure 4.24 4 |Pv6 datagram format

» Header Checksum
» Options

IPv6 Address Format: Hexadecimal Colon Notation
[ 28 bits = 16 bytes = 32 hex digits

- [
3 o

1111110111101100 SRR 8 A M BB E UGG BE R G|

b

BBFE |2| 2822

| EDEC |2 Baos |z| 7654 [2] 3210

ADBFE

FEEE |

Abbreviation of Addresses

1. Leading zeroes of a section (four digits between ¢twlons) can be omitted. Only the leading
zeroes can be omitted, not the trailing zeroes.

Using this form of abbreviation, 0074 can be wntts 74, 000F as F, and 0000 as 0. Note that
3210 cannot be abbreviated.
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Unabbreviated Abbreviated

FDEC = BA98 2 0074 & 3210 s O00F = BBFF 1 0000 & FFFF FDEC®*02020%0"BBFF * 0 ® FFFF
FDEC » BAUB S 74 232105 F & BBEEF 2 0 & FFFF FDEC § & BBEE 3 0 8 FFFF
Abbreviated More Abbreviated

2.

If there are consecutive sections consisting obeeronly, then the zeroes can be removed
altogether and they are replaced with a double s®on.

Note that this type of abbreviation is allowed onlyce per address. If there are two runs of
zero sections, only one of them can be abbreviated.

Transitioning from IPv4 to IPv6

How will the public internet, which is based on #Pbe transitioned to IPv6? The problem is that
while new IPv6-capable systems can be made backeaangatible, that is, can send, route and
receive IPv4 datagrams, already deployed IPv4-dapsystems are not capable of handling 1Pv6

datag rams. IPv6 ‘ IPv6 ‘ IPv4 |Pvd ‘ IPv6 . IPv6
Two techniques are as follows: GG — 5 GG
Dual-Stack
Flow: X Source: A Source: A Flow: 77

> Suppose node A wants to send ¢ B B Dest: £ pource: A

IP datagram to node F, both c to t

a
whom are IPv6-capable. data data
However, node B must create a AtoB:IPv6  Bto C: IPva DtoE:IPv4  EtoF:IPV6

>

Tunneling

>

IPv4 datagram to send to C.

The data field of the IPV6Figure 4.25 ¢ A dualstack approach
datagram is copied into the data field of the leaagram and appropriate address mapping is
done.

However, in performing the conversion from IPvaRw4, there will be IPv6-specific fields in
the IPv6 datagram that have no counterpart in IPté.information in these fields will be lost.

Logical view

With tunneling, the IPv6 node or 76 IPv6 IPv6 IPv6
the sending side of the tunnel (fc CAr——GS Tunnel S5
example, B) takes the entire IPv
datagram and puts it in the dat
(payload) field of an IPv4

Physical view

IPv6 IPv6 IPv4 IPv4 IPve IPvE
datagram. o — = N o S N— g V—
. . A wBY wCo wD¥ “E S “F
This IPv4 datagram is then ser
to the first node in the tunnel (fOI Flow: X Source: B Source: B Flow: X
Source: A Dest: E Dest: E Source: A
example’ C) Dest: F Dest: F
. . . low: low:
The intervening IPv4 routers ir Ry S
the tunnel route this IPv4 2L DEs D=l Tl
datagram among themselves. Ato 5: IPv6 Eto F: 1Pve
data data
The IPv6 node on the receiving
* Bto C: IPv4 Dto E: IPv4

side of the tunnel eventually (encapsulating IPv6) (encapsulating IPv6)

receives the IPv4 datagram (it i

the destination of the IPv4figure 4.26 ¢ Tunneling

datagram), determines that the IPv4 datagram cwntan IPv6 datagram, extracts the IPv6
datagram, and then routes the IPv6 datagram exastiy would if it had received the IPv6
datagram from a directly connected IPv6 neighbor.
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Converting IPv6 address into IPv4 address

During transition from IPv4 to IPv6, hosts can ubeir IPv4 addressees embedded in IPv6
addresses. Two formats have been designed fgpuhi®secompatibleandmapped

Compatible Address

Used when an IPv6-compatible node wants to senklepm¢o another IPv6-compatible node via
IPv4-compatible nodes.

8 bits 88 hirs 32 bits

00000000 All0s IPv4 address

a. Compalible address

IPv6 IPvd

0::020D:110E I{ = 2.13.17.14

b. An example of address transformation

Mapped Address

Used when an IPv6-compatible node wants to seratlkepto a node capable of IPv4 only.
8 bits 72 bits 16 bits 32 bits

00000000 All Os All 1s IPv4 address

a. Mapped address

1Pv6 1Pv4

‘ 0::FFFF:020D:110E H1 r} 2.13.17.14

b. An example of address transformation

4.15 Routing Algorithms

The purpose of a routing algorithm is simple: gierset of routers, with links connecting the
routers, a routing algorithm finds a “good” patbrfr source router to destination router. Typicadly,
good path is one that has the least cost.

Classifications of Routing Algorithms
Global and DecentralizedRouting Algorithms

A global routing algorithmcomputes the least-cost path between a sourcelestthation using
complete, global knowledge about the network. lacpce, algorithms with global state information
are often referred to dimk-state(LS) algorithm, since the algorithm must be awafréhe cost of each
link in the network.

In a decentralized routing algorithpthe calculation of the least-cost path is careed in an
iterative, distributed manner. No node has compldtmation about the costs of all network links.
Instead, each node begins with only the knowledgth@ costs of its own directly attached links.
Then, through an iterative process of calculatiod axchange of information with its neighboring
nodes, a node gradually calculates the least-caidt o a destination. The decentralized routing
algorithm we’ll study is called distance-vecto(DV) algorithm, because each node maintains eovect
of estimates of the costs (distances) to all atioeles in the network.

Staticand Dynamic Routing Algorithms

In static routing algorithmsroutes change very slowly over time, often assult of human
intervention (for example, a human manually edinguter’s forwarding table).

Dynamic routing algorithmshange the routing paths as the network traffad$oor topology
change. A dynamic routing algorithm can be runegitieriodically or in direct response to topology o
link cost changes. While dynamic algorithms are en@sponsive to network changes, they are also
more susceptible to problems such as routing laopsoscillation in routes.
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4.16

4.17

Load-sensitiveand Load-insensitiveRouting Algorithms

In aload-sensitive algorithplink costs vary dynamically to reflect the curréavel of cogestion in
the underlying link. If a high cost is associatedhwa link that is currently congested, a routing
algorithm will tend to choose routes around sucbragested link.

Today’s internet routing algorithms dad-insensitiveas a link’s cost does not explicitly reflect
its current (or recent past) level of congestion.

The Link-State (LS) Routing Algorithm

The link-state routing algorithm is known as thgkBlra’s algorithm. Dijkstra’s algorithm is
iterative and has the property that after kfiéteration of the algorithm, the least-cost pattes know
to k destination nodes, and among the least-cost pathlé destination nodes, thekgaths will have
thek smallest costs.

Complexity of LS Algorithm
Total number of nodes searched through over alité¢hations n +(n—-1) + (n—-2) + ... 1

—nnt1)
T2

0 Worst-case complexity = &).

A more sophisticated implementation of this aldor{ using a data structure known as a heap, can
find the minimum cost in logarithmic rather thamdar time, thus reducing the complexity to
O(nlogn).

The Distance-Vector (DV) Routing Algorithm
The distance vector (DV) algorithm is iterativeyrashronous, and distributed.

It is distributed in that each node receives some information foora or more of its directly
attached neighbors, performs a calculation, and thnety distribute the results of its calculationlbtx
its neighbors.

It is iterative in that this process continues on until no mofermation is exchanged between
neighbors.

The algorithm isasynchronousn that it does not require all of the nodes terape in lock step
with each other.

The Bellman-Ford equation

di(y) =min, {c(x, v) +dy(y)}
Here,dy(y) = cost of the least-cost path from nod® nodey
Themin, in the equation is taken over allx$ neighborsy.
Basic Idea of DV algorithm

» Each node x begins witDy(y), an estimate of the cost of the least-cost patim fitself to node
y, for all nodes irN.

Let, Dy = [Dx(y) : y € N] be nodex's distance vector, which is the vector of cosineates from
x to all other nodeg in N.

» Each nodex maintains the following routing data:
* For each neighbar, the cost(x, v) from x to directly attached neghbat,

* Nodex’s distance vector, that i®x = [D«(y) : Y € N], containingx’s estimate of its cost to
all destinationsy in N.

» The distance vectors of each of its neighbors,De= [Dy(y) : y € N] for each neighbov of
X.

35



> In the distributed, asynchronous algorithm, fromdito time, each node sends a copy of its
distance vector to each of its neighbors. WhendeRroeceives a new distance vector from any
of its neighborsy, it savesv's distance vector, and then uses the Bellman-Eguhtion to
update its own distance vector as follows:

Dx(y) =min, {c(x,v) + D(y)}  for each nodeg/e N

> If nodex’s distance vector has changed as a result obiffdate step, node x will then send its
updated distance vector to each of its neighbohsgtwcan in turn update their own distance
vectors.

Example / ?\’
The leftmost column of the figure display &>

o ; )
three initial routing tables for each of the thre ! e
nodesx, y andz Node x table

cost to cost to cost to

Within a specific routing table, each row i

y J X y z | x y z | x y z
a distance vector — specifically, each node 3 TS x |0 2 B <1 0 2 3
routing table includes its own distance vect & . y| 201 Syl 201
and that of each of its neighbors. Thus, the fi = 2 | « - z| 710\ Tz| 310
row in nodex’s initial routing table isDy =
[D«(X), D«(y), Dx(2)] = [0, 2, 7]. The second anc
third rows in this table are the most recentNodey table
received distance vectors from nodesnd z, cost to cost to cost to
respectively. Because at initialization, node =Xty [Exy = By
has not received anything from or z, the x| == o ISR L
C o 5y |C20 1 y| 201 Sy | 201
entries in the % and ¥ rows are initialized to £ - g
infinity. S i I i B
After initialization, each node sends it
distance vector to each of its two neighbors. FNode z table
example, node sends its distance vectD = cost to cost to cost to
[0, 2, 7] to bothy and z After receiving the | x vy | x vy | x y z
updates, each node recomputes its own dista _ * | = = 0 27 x| 023
: Ey| o= 201/ 5y | 201
vector. For example, nodecomputes: o b 2
S <7 1 0 z |3 10 z 310
Du(X) =0
Dx(y) = min {c(x, y) + Dy(y), c(x, 2) + D(y)} Time

Figure 4.30 ¢ Distance-vector (DV) algorithm
=min{2+0,7+1}=2

Dx(2) = min {c(X, y) + Dy(2), ¢(X, 2) + DA2)} =min {2+ 1,7 + 0} =3

The second column therefore displays, for each nttdenode’s new distance vector along with
distance vectors just received from its neighbNte, for example, that nodés estimate for the least
cost to node, Dy(2) has changed from 7 to 3. Also note that for buibdesy andz, nodey achieves
the corresponding minimums. Thus, at this stagthefalgorithm, the next-hop routers ardgy) =y
andv*(2) =y, wherev* is the neighboring node that achieves the minimum

After the nodes recompute their distance vecttwsy tigain send their updated distance vectors to
their neighbors (if there has been a change). iBhilistrated in the figure by the arrows from %8
column of tables to the"3column of tables. Note that only nodesndz send updates: nodgs
distance vector didn’t change so ngod@oesn’t send an update. After receiving the umjldbe nodes
then recompute their distance vectors and updatie thuting tables, which are shown in thd 3
column.

The process of receiving updated distance vectans fneighbors, recomputing routing table
entries, and informing neighbors of changed coktheleast-cost path to a destination continueg un
no update messages are sent. At this point, tlogition will enter a quiescent state and remaineher
until a link cost changes.
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Changes in Link Cost and Link Failure
Increase in Link Cost

The following figure &) illustrates a scenario where the link cost frptoe x changes from 4 to 1.
We focus here only op andz's distance table entries to destinatioriThe DV algorithm causes the
following sequence of events to occur:

» At time to, y detects the link cost change (the cost has chafrged 4 to 1), updates its
distance vector and informs its neighbors of thiange since its distance vector has changed.

» At time ty, z receives the update fropnand then updates its table. Since it computeswa ne
least cost tx (it has decreased from a cost of 5 to a cost,af B)forms its neighbors.

» At time tp, y has receiveg's update and updates its distance tab¥és least costs do not
change and hengedoes not send any message. tbhe algorithm comes to a quiescent state.

1 > 60 >
y LY
y )\ \/K 1
I "< = < =
CJ_(:‘ 50 \_.;E‘ (’_‘:‘ 50 ‘-?ij

a. b.

Figure 4.31 + Changes in link cost

Decrease in Link Cost: Emergence Bouting Loopand Count-to-Infinity Problem
Suppose that the link cost betweeandy increases from 4 to 60 as shown in the abovedi@r

> Before the link cost changefy(x) = 4,Dy(2) = 1,DAy) = 1 andDAx) = 5. At timet, y detects
the link cost change (the cost has changed from @0}.y computes its new minimum cost
path tox to have a cost of

Dy(x) = min {c(y, X) + Dx(X), (Y, 2) + DAX)} =min {60+ 0,1 +5} =6

Of course, with our global view of the network, aen see that this new cost 7as wrong.
But the only information nodg has is that its direct cost xas 60 and that has last told that

z could get tox with a cost of 5. So, in order to getxpy would now route through, fully
expecting thatz will be able to get ta@ with a cost of 5. As of;, we have aouting loop— in
order to get t, y routes througlz, andz routes througly. A routing loop is like a black hole —
a packet arriving a or z as oft; will bounce back and forth between these two nddesver
(or until the routing tables are changed).

» Since nodg has computed a new minimum cosktd informsz of this new cost at timi.

» Sometime aftet;, z receives the new least costd@iay (y has toldz thaty’'s new minimum
cost is 6)z knows it can get ty with a cost of 1 and hence computes a new leastton (still
viay) of 7. Sincey’s least cost ta has increased, it then inform®f its new cost ab.

» In a similar mannety then updates its table and informsf a new cost of & then updates its
table and informg of a new cost of 9 and so on...

This process will persist for 44 iterations uatdventually computes the cost of its pathwia be
greater than 50. At this poirgwill determine that its least-cost pathxte via its direct connection to
X. y will then route tax via z

What would have happened if the link co§t, X) had changed from 4 to 10,000 and the c(5x)
had been 9,9997? This problem is sometimes reféorad count-to-infinity problem.

Poisoned Reverse

The specific looping scenario just described camavam@ded using a technique knownpassoned
reverse The idea is simple — #routes througly to get to destinatior, thenz will advertise toy that
its (Z's) distance tx is infinity. z will continue telling this little “white lie” toy as long as it routes to
via y. Sincey believes thaz has no path ta, y will never attempt to route to via z, as long az
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continues to route wviay (and lie about doing so).

Let’'s now see how poisoned reverse solves thecpéatilooping problem we encountered before.
As a result of the poisoned revergs, distance table indicates an infinite cost whauting tox via Z
(the result ofz having informedy thatZ's cost tox was infinity). When the cost of they link changes
from 4 to 60 at timdy, y updates its table and continues to route dira@otky albeit at a higher cost of
60, and informg of this change in cost. After receiving the ujedaitt;, z immediately shifts it route
to x to be via the direaxlink at a cost of 50. Since this is a new leastt ¢cox, and since the path no
longer passes through z informsy of this new least cost path xoat t,. After receiving the update
from z, y updates its distance table to routextaa z at a least cost of 51. Also, sinzés how ony's
least path t, y poisons the reverse path franto x by informingz at timets that it §) has an infinite
cost to get tox.

Does poison reverse solve the general count-toitgfproblem? It does not. Loops involving three
or more nodegrather than simply two immediately neighboringlas, as we saw in Figure 4.34)l
not be detected by the poison reverse technique.

4.18 Comparison of LS and DV Routing Algorithms

LS DV
Message complexity With N nodes andE links, O(N|[E]) Messages need to be exchanged
messages need to be sent. among neighbors only.
Speed of convergence O(NP) algorithm requiring OW|EE]) - Can converge slowly.
messages. - Can haverouting loopswhile
converging.

- Can suffer from count-to-
infinity problem.

Robustness: what happens As an LS node is only computing i A node can advertise incorrect
if a router malfunctions? own routing table, route calculations ¢ least path costs to anyall
somewhat separated under L destinations.
providing a degree of robustness.

4.19 Hierarchical Routing

In our study of LS and DV algorithms, our view dfet network simply as a collection of
interconnected routers has two limitations:

1. Scale.

As the number of routers becomes large, the owedrlvolved in computing, storing and
communicating the routing table information (elimk state updates or least cost path changes)
becomes prohibitive. Today’s public Internet cotssidf millions of interconnected routers and
more than 50 million hosts. Storing routing tabteries to each of these hosts and routers
would clearly require enormous amounts of memory.

2. Administrative Autonomy.

Although engineers tend to ignore issues such esngany’s desire to run its routers as it
pleases (e.g., to run whatever routing algorithochdoses), or tbide aspects of the networks’
internal organization from the outside, these amgartant considerations. Ideally, an
organization should be able to run and adminissemetwork as it wishes, while still being able
to connect its network to otheutsidenetworks.

Autonomous Systems (AS)

Both of these problems can be solved by organimugers into autonomous systems (AS), with
each AS consisting of a group of routers that yoecally under the same administrative control.

» Routers within the same AS all run the same roudiggrithm.

» The routing algorithm running within an autonomaystem is called amtra-autonomous
system routing protocobr interior gateway protocols
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It will be necessary, of course, to connect Assach other, and thus one or more of the routers
in an AS will have the added task of being resgaadior forwarding packets to destinations
outside the AS; these routers are cafjatbway routers

Intra-AS routing Inter-AS routing
algorithm algorithm

Forwarding
table

Figure 4.32 ¢ An example of inferconnected autonomous systems

How does a router within some AS know how to roatgacket to a destination that is outside
the AS?

>

It's easy to answer this question if the AS hag/ anle gateway router that connects to anly
one other AS. The router would simply choose tlastleost path to the gateway router and
send the packet to it. The gateway router would/éod the packet outside the AS.

If the AS has more than one gateways (e.g., ASthénabove figure), then the problem of
knowing where to forward the packet becomes moadleriging. To solve this, the AS needs

1. to learn which destinations are reachable via wiAgh(e.g., which are via AS2 and which
are via AS3).

2. to propagate this reachability information to &le trouters within the AS (AS1), so that
each router can configure its forwarding tabledodie external-AS destinations.

These two tasks are handled byititer-AS routing protocol

Since the inter-AS routing protocol involves comneation between two Ass, the two
communicating Ass must run the same inter-AS rgupirotocol. In fact, in the internet, all Ass
run the same inter-AS routing protocol called BGP4.

Each router receives information from an intra-Afiting protocol and an inter-AS routing
protocol and uses the information from both prol®to configure its forwarding table.

- For example, if AS1 learns from inter-AS routingofmrcol that subnex is reachable via
only AS3, all the routers in AS1 will add an entry teeit table that to send a packet to
destinatiorx, it must be forwarded to gateway 1c.

- Again, if AS1 learns from inter-AS routing protodbiat subnexk is reachable via both AS2
and AS3, all the routers in AS1 will add an enwytheir table that to send a packet to
destinationx, it must be forwarded to the gatewhgving theleast-cost pathfrom the
router.

When an AS learns about a destination from a neightp AS, the AS can advertise this
routing information to some of its other neighbgrisSs.

- For example, suppose AS1 learns from AS2 that dubisereachable via AS2. AS1 could
then tell AS3 thak is reachable via AS1.
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4.20 Intra-AS Routing in the Internet: RIP (Routing Info rmation Protocol)
» RIP is a DV protocol.

Destination Hops

> RIP uses hop count as cost metric; i. S —
each link has a cost of 1. Costs a o i : ;
actually from source router to ¢ } w 2
destination subnet rather than betweer e e ' :
pair of routers. RIP uses the tetmp o o ; 2

which is the number of subnets travers: ’

along the shortgst path from S(.)ur(Figure 4.34 + Number of hops from source router A to various subnets
router to destination subnet. The figure
beside illustrates an AS with six leaf subnets. Tdide in the figure indicates the number of
hops from the source A to all the leaf subnets.

» The maximum cost of a path is limited to 15, thusiting the use of RIP to autonomous
systems that are fewer than 15 hops in diameter.

» Routing updates are exchanged between neighborexaptely every 30 seconds using a
RIP response messag&he response message sent by a router or hastit®m list of up to
25 destination subnets within the AS, as well assdnder’s distance to each of those subnets.
Response messages are also knowRIBsadvertisements

» If a router does not hear from its neghbor at |esste every 180 seconds, that neighbor is
considered to be no longer reachable. When thipdregy RIP modifies the local routing table
and then propagates this information by sendingdements to its neighboring routers.

» A router can also request information about itgghleor's cost to a given destination using
RIP’s request message. Routers send RIP requestapdnse messages to each other over
UDP using port number 520. (In this case, RIP iglemented as an application layer protocol
in a UNIX system serving as a router.)

How RIP Advertisement Works

Consider the portion of an AS shown i
the figure beside. Each router maintains a k
table known as a routing table. A router
routing table includes both the router
distance vector and the router’'s forwardir
table. Figure 4.36 shows the routing table f
routerD.

Figure 4,35 ¢ A portion of an autonomous system

Now suppose that 30 seconChestination Subnet Next Router Number of Hops to Destination
later, routelD receives from router

A the advertisement shown i " A 2
figure 4.37. Note that this y B 2
advertisement is nothing other tha z B 7
the routing table information from . — 1

routerA.

Router D, upon receiving this
advertisement, merges thFigure 4.36 ¢ Routing fable in router D before receiving advertisement
advertisement with the old routing from router A
table. In particular, routdd learns  p.iion Subnet
that there is now a path throug
router A to subnetz that is shorter z (C 4
than the path through routes. w — 1
Thus, routerD updates its routing
table to account for the shorte
shortest path.

Next Router Number of Hops to Destination

X — ]

Figure 4.37 ¢ Advertisement from router A
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Intra-AS Routing in the Internet: OSPF (Open Shortest Path First)

>

>

OSPF and its closely related cousin, I1S-1S, arécafly deployed in upper-tier ISPs whereas
RIP is deployed in lower-tier ISPs and enterprisgvorks.

A router broadcasts a link’s state periodicallyléatst every 30 minutes) to all other routers in
the AS, even if the link’s state has not changed.

OSPF advertisements are contained in OSPF mestwgeame carried directly by IP, with an
upper-layer protocol of 89 for OSPF.

An OSPF AS can be configured into areas. Each anes its own OSPF link-state routing
algorithm.

Within each area, one or moaeea border routersare responsible for routing packets outside
the area.

Exactly one OSPF area in the AS is configured téhledoackbonearea. The primary role of
the backbone area is to route traffic between thercareas in the AS. The backbone always
contains all area border routers in the AS and aaegain nonborder routers as well.

Inter-area routing within the AS requires that gaeket be first routed to an area border router
(intra-area routing), then routed through the badkbto the area border router that is in the
destination area, and then routed to the finalirkzsbon.

A boundary routerexchanges routing information with routers beloggio other ASs. This
router might, for example, use BGP to perform ##A& routing. It is through such a boundary
router that other router learn about paths to ezleretworks.

Boundary router

|

><
- - Backbone
> > router

>
/ Backbc;y‘\
&

Area L
[

border -
(_5‘5_2‘\ /\}-_;‘“\ routers 'm \/
I “ = Internal (><
LSy _) routers & —)

Area 1 Area 2 Area 3

Figure 4.40 ¢ Hierarchically structured OSPF AS with four areas
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CHAPTER 5
LINK LAYER

What we are going to discuss in this chapter
1. The services provided by link layer

2. Error detection and correction techniques
a. Parities and FEC (Forward Error Correction)
b. Checksum
c. CRC (Cyclic Redundancy Check)

3. Multiple Access Protocols
a. Channel Partitioning Protocols
i. TDMA (Time Division Multiple Access)
ii. FDMA (Frequency Division Multiple Access)
iii. CDMA (Code Division Multiple Access)
b. Random Access Protocols
i. Slotted ALOHA
i. ALOHA
iii. CSMA
c. Taking Turns Protocol
i. Reservation
ii. Polling
iii. Token Passing

IS

. Link-layer addressing
a. MAC (Media Access Control)
b. ARP (Address Resolution Protocol)
c. DHCP (Dynamic Host Configuration Protocol)

o

Ethernet: Details of the implementation of a multiple accpsstocol (CSMA/CD)

o

Hubs and Switches:nterconnections among LANSs
PPP (Point-to-point Protocol)

~
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5.1 Types of link-layer channels
There are two fundamentally different types of Hiaker channels:
1. Broadcast Channels:

Many hosts are connected to the same communicakiannel, and a so-called medium
access protocol is needed to coordinate transmssind avoid collisions.

Examples:LANs, wireless LANs, satellite networks, HFC (HigbFiber Coaxial Cable)
access networks.

2. Point-to-point Communication Link:
Examples:Between two routers, between a residential diatrgpdem and as ISP router.
5.2 Link-layer Protocols

1. Ethernet

2. Wi-Fi (802.11 wireless LAN)
3. Token Ring

4. PPP (Point-to-Point Protocol)

5.3 Some Important Notes

An important characteristic of the link layer isatta datagram may be handled by different link-
layer protocols on the different links in the pdtlor example, a datagram may be handled by Ethernet
on the first link, PPP on the last link, and frarakay on all intermediate links.

It is important to note that the services providadthe different link-layer protocols may be
different. For example, a link-layer protocol may raay not provide reliable delivery. Thus, the
network layer must be able to accomplish its endrd job in the face of a varying set of individual
link-layer services.

54 Adapters / Network Interface Cards (NICs)
For a given communication link, the link rost
layer protocol is for the most par Application
implemented in an adapter. Adapters are a :"‘:ﬁ‘ cPu Memory
commonly known as network interface carc Sk 1l
or NICs. hl ™~ Host bus
. . . (e.g., PCI)
As shown in the figure, the mair Controller
components of an adapter are the bus interf; : | Network adapter
and the link interface. — I
. . . I Physical
The bus interface is responsible fc transmission
communicating with the adapter's pare

node. It sends to and receives from the par

node network-layer datagram and contr
information Figure 5.2 + Network adapter: its relationship to other host components,
’ and to protocol stack functfionality

The link interface is responsible for implementihg link-layer protocol. In addition to framing
and de-framing datagram, it may provide error de&iec random access and other link-layer
functions. It also includes the transmit and reeawcuitry.

5.5 Error Detection and Correction Techniques
General Technique

Before sending, compute the error detection bitsappend them to the message. After receiving,
check the whole message and determine whetherteasooccurred.
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5.6

5.7

5.8
5.9
5.10

Parity Checks
In an even parity scheme, the sender simply incudee d data bits Pabriitty
1

additional bit and chooses its value such thatdke number of 1's in | I
thed + 1 bits (the original information plus a pariti)lis even. FOr g111000110101011 1
odd parity schemes, the parity bit value is chasgeh that there are

an Odd number Of 1.S. Figure 5.5+ One—blI even pCII"ity

Receiver operation is also simple with a singletpdnit. The receiver need only count the number
of 1's in the received + 1 bits. If an odd number of 1-valued bits aran with an even parity
scheme, the receiver knows that at least one tat bas occurred. More precisely, it knows that som
odd number of bit errors has occurred.

Disadvantage
Occurrence of an even number of bit errors canaatdiected.

FEC (Forward Error Correction) Row parity

Figure 5.2-3 shows a two-dimension: dy s . dy dy a1
generalization of the single-bit parity scheme. dje > 4 o g
thed bits inD are divided inta rows and columns. 5| *' " # 2
A parity value is computed for each row and forrea ¢

L o £
column. The resulting+ j + 1 parity bits are the date = , N ,
. . . o du d:,,r df,f+‘l
link frame's error detection bits. v
d1'+‘|,'l .= d:'+1.j df'+'l,,l'+1

Suppose now that a single bit error occurs in 1
original d bits of information. With this two-
dimensional parity scheme, the parity of both t
column and the row containing the flipped bit viné No errors Correctable
in error. The receiver can thus not only detectféog single-bit error
that a single bit error has occurred, but can bse

column and row indices of the column and row wi 1011 1o 0T parit
parity errors to actually identify the bit that wa1 1 1 1 0|0 1701100 ermr’r
!

corrupted and correct that error! 01110l 01 110!

The ab|I|ty_of the receiver to both detec_t arg 010 1l0 001010
correct errors is known dsrward error correction
(FEC). Parity

error
Application Figure 5.6 ¢ Two-dimensional even parity

These techniques are commonly used in audio stenagy@layback devices such as audio CD's.
Advantages
1. Decreases the number of sender retransmissionsaegu

2. Allows for immediate correction of errors at thecewer. This avoids having to wait the
round-trip propagation delay needed for the sendereceive a NAK packet and for the
retransmitted packet to propagate back to thevecei a potentially important advantage for
real-time network applications.

Internet Checksum

Cyclic Redundancy Check (CRC)
Multiple Access Protocols

The Problem

Because all nodes are capable of transmitting fsamere than two nodes can transmit frames at
the same time. When this happens, all of the noglgsve multiple frames at the same time, that is,
the transmitted frames collide at all of the reeesv Typically, when there is a collision, nonetto
receiving nodes can make any sense of any of #meefs that were transmitted; in a sense, the signals
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5.11

of the colliding frame become inextricably tangledjether. Thus, all the frames involved in the
collision are lost, and the broadcast channel istechduring the collision interval. Clearly, if man
nodes want to frequently transmit frames, manystrassions will result in collisions, and much of
the bandwidth of the broadcast channel will be east

So, how can we coordinate the access of multipteling and receiving nodes to a shared
broadcast channel?

General Idea for a Solution

In order to ensure that the broadcast channel pesfaseful work when multiple nodes are active,
it is necessary to somehow coordinate the trangmnis®f the active nodes. This coordination job is
the responsibility of the multiple access protocol.

What should be the general characteristics of a ttiple access protocol

A multiple access protocol for a broadcast charoielate R bits per second should have the
following desirable characteristics:

1. When onlyonenode has data to send, that node has a throughRuips.

2. WhenM nodes have data to send, each of these nodesthasighput oR/M bps. This need
not necessarily imply that each of thlenodes always have an instantaneous ra®Mf, but
rather that each node should have an averagartission rate oR/M over some suitably-
defined interval of time.

3. The protocol is decentralized, i.e., there are @ster nodes that can fail and bring down the
entire system.

4. The protocol is simple, so that it is inexpensivénplement.
Some multiple access protocols

1. Channel Partitioning Protocols: TDMA, FDMA and CDMA
2. Random Access ProtocolsSlotted ALOHA, ALOHA, CSMA
3. Taking-Turns Protocols: Polling, Token Passing

Channel Partitioning Protocols

The broadcast channel's bandwidth is partitionedranall nodes sharing that channel.
TDMA (Time-Division Multiple Access)

Suppose the channel suppdstaodes and that the transmission rate of the chaReps.

TDMA divides time into time frames and further dles each time frame intd time slots. Each

slot time is then assigned to one of khaodes.

TDM
Whenever a node has a frame to send,

transmits the frame's bits during its assign 1123|4123 [a|1|2(3|a|1(2]|3]|4
time slot in the_revolvmg TDMA frame. —

Typically, frame sizes are chosen so that Time Slot  Time Frame
single frame can be transmitting during a sl

time. Key:
All slots labeled “2" are dedicated
Advantages H to a specific sender-receiver pair.
1. Eliminates collision.
2. Perfectly fair: each node gets FOM
dedicated transmission rate BfN bps 4KHz [

during each slot time.

T = Link

Disadvantages

1. A node is limited to this rate ¢&¥N bps KRz [
over a slot's time even when it is th
only node with frames to send.

Figure 5.10 ¢ A four-node TDM and FDM example
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5.12

5.13

2. A node must always wait for its turn in the transsion sequence — again, even when it is the
only node with a frame to send.

FDMA (Frequency-Division Multiple Access)

FDMA divides theR bps channel into different frequencies (each withandwidth ofR/N) and
assigns each frequency to one of fhaeodes. FDMA thus creat®$ "smaller” channels oR/N bps
out of the single, "largemR bps channel.

Advantages and Disadvantages
Same as the advantages and disadvantages of TDbpetheseconddisadvantage.

Code Division Multiple Access (CDMA)

CDMA assigns a differentodeto each node. Each node then uses its uniquetoogigcode the
data bits it sends. Because CDMA'’s use is so fighdd to wireless channels, we’ll save our
discussion of the technical details of CDMA untibpter 6 (Wireless and Mobile Networks).

Random Access Protocols

In a random access protocol, a transmitting nodeya transmits at the full rate of the channel,
namely, R bps. When there is a collision, each nedaved in the collision repeatedly retransmiss i
frame until the frame gets through without a cais But when a node experiences a collision, it
doesn't necessarily retransmit the frame right awlagtead it waits a random delay before
retransmitting the frame. Each node involved inadlision chooses independent random dele
Because after a collision the random delays arepeddently chosen, it is possible that one of the
nodes will pick a delay that is sufficiently lesgh the delays of the other colliding nodes, and wi
therefore be able to "sneak" its frame into thenclehwithout a collision.

Some random access protocols

Pure ALOHA (Areal Locations Of Hazardous Atmospisgre
Slotted ALOHA

CSMA (Carrier-Sense Multiple Access)

CSMA/CD (CSMA with Collision Detection)

CSMA/CA (CSMA with Collision Avoidance)

General Idea of the ALOHA Protocols

In ALOHA protocols, a node waits for an arbitrama@unt of time before sending a new frame or
before retransmitting a frame after a collision.

agrwnE

The amount of time to be waited is said to be @adity, p. p is the probability of taking the
decision that it should send the frame. It's likesing a coin; if it's the head, the node will s¢he
frame, if it's the tail, it will wait for some fixg¢ amount of time, and then toss again to deciddivene
it should send the frame this time.

Pure ALOHA

In pure ALOHA, when a frame first arrives (i.e.natwork layer datagram is passed down from
the network layer at the sending node), the nodeediatelytransmits the frame in its entirety into
the broadcast channel. If a transmitted frame espees a collision with one or more other
transmissions, the node will then immediately attempletely transmitting its collided frame)
retransmit the frame with probabilipy Otherwise, the node waits for a frame transmistine. After
this wait, it then transmits the frame with probpip, or waits (remaining idle) for another frame
time with probability 1 -p.

Slotted ALOHA
The operation of slotted ALOHA in each node is denp

1. When the node has a fresh frame to send, it wait thhe beginning of the next slot and
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transmits the entire

, Node1 | 1 | KN [ 1] IEN
frame in the slot.

2. If there isn't a collision,
the node won't considel
retransmitting the
frame. (The node cany,ges
prepare a new frame fol III III III

transmission, if it has | | | | | | | | | |+ Time
One.) C E C S E C E S S

Node2‘2‘ |2“2‘

3. If there is a collision, ¥
the node detects the gy o
collision before theend s = successful slot
of the slot. The node
retransmits its frame in
each subsequent slo
with probability p until
the frame is transmitted without a collision.

Advantages of slotted ALOHA

1. Allows a node to transmit continuously at full raeen when that node is the only active
node.

Figure 5.11 ¢ Nodes 1, 2, and 3 collide in the first slot. Node 2 finally
succeeds in the fourth slot, node 1 in the eighth slot, and
node 3 in the ninth slot.

2. Highly decentralized, because each node detedisiont and independently decides when to
retransmit.

3. Extremely simple protocol.
Efficiency Concerns with ALOHA

Slotted ALOHA also works great when there is onte @ctive node, but how efficient is it when
there are multiple active nodes? There are twoilplessfficiency concerns here.

1. As shown in Figure 5.11, when there are multiplevacmodes, a certain fraction of the slots
will have collisions and will therefore be "wasted.

2. The second concern is that another fraction ostots will be empty because all active nodes
refrain from transmitting as a result of the prabstic transmission policy.

The only "unwasted" slots will be those in whichaetty one node transmits. A slot in which
exactly one node transmits is said to lseiecessful slot

The efficiency of a slotted multiple access prdtasodefined to be the long-run fraction of
successful slots when there are a large numbectfenodes, with each node having a large number
of frames to send.

Note that if no form of access control were used @ach node were to immediately retransmits
after each collision, the efficiency would be ze®otted ALOHA clearly increases the efficiency
beyond zero, but by how much?

Maximum Efficiency of Slotted ALOHA

To keep the derivation of maximum efficiency of tBd ALOHA simple, let's modify the
protocol a little and assume that each node attetopgransmit a frame in each slot with probabiity
(That is, we assume that each node always hasn® fta send and that the node transmits with
probabilityp for a fresh frame as well as for a frame thatdlesady suffered a collision.)

Let, the number of nodesh:

Then the probability that a given slot is a suctgéssot is the probability that one of the nodes
transmits and that the remainiNg- 1 nodes do not transmit.

Let, Probability that a given node transmitp =
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- Probability that the remainirlg— 1 nodes do not transmit = (P}~ !
. Probability that a given node has succepgl=p)" ~*
. Probability that an arbitrary node (amddgodes) has succes$p(1 —p)™ ~*
. Efficiency of Slotted ALOHA =N p(1 —p)N ¢
. Maximum efficiency foiN active nodes?
We have to fing that maximizes the expressibnp (1 —p )N~
. Maximum efficiency for a large number of nodes?
Let N =o0

After performing these calculations, we'll find ththe maximum efficiency of the protocol is
given by 1/e = .37. That is, when a large numberaafes have many frames to transmit, then (at best)
only 37% of the slots do useful work. Thus the @ffe transmission rate of the channel is Rdips
but only .37R bps!

Maximum Efficiency of Pure ALOHA

We focus on an individual V‘:’iﬂotvei'affl Will overlap

1 wi start o i f

node. We'll make the sam i"s frame with end o
|

assumptions as in our slotte ,.
ALOHA analysis and take the |
frame transmission time to be i
the unit of time. i
|
|
|

—_——

Node i frame
At any given time, the
probability that a node is
transmitting a frame ip. Time
to-1 to to+ 1
Suppose this frame begin:
transmission at timg. Figure 5.12 ¢ Inferfering transmissions in pure ALOHA

As shown in Figure 5.12, in order for this framebtsuccessfully transmitted, no other nodes can
begin their transmission in the interval of timg1, tg]. Such a transmission would overlap with the
beginning of the transmission of node i's frame.

The probability that all other nodes do not begtreasmission in this interval is (1p)"

Similarly, no other node can begin a transmissidmlevnodei is transmitting, as such a
transmission would overlap with the latter parhofiei's transmission.

The probability that all other nodes do not begtreasmission in this interval is also (p)~ %

Thus, the probability that a given node has a ssfaktransmission is(1 —p)*®™ 2.

By taking limits as in the slotted ALOHA case, wedf that the maximum efficiency of the pure
ALOHA protocol is only 1/(2e) — exactly half that slotted ALOHA.

Disadvantages of ALOHA

In both slotted and pure ALOHA, a node neither patygention to whether another node happens
to be transmitting when it begins to transmit, stmps transmitting if another node begins to ieterf
with its transmission.
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